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A fundamental tenet of neuroscience is that cortical functional differentiation is related to the cross-areal differ-
ences in cyto-, receptor-, and myeloarchitectonics that are observed in ex-vivo preparations. An ongoing chal-
lenge is to create noninvasive magnetic resonance (MR) imaging techniques that offer sufficient resolution,
tissue contrast, accuracy and precision to allow for characterization of cortical architecture over an entire living
human brain. One exciting development is the advent of fast, high-resolution quantitativemapping of basic MR
parameters that reflect cortical myeloarchitecture. Here, we outline some of the theoretical and technical ad-
vances underlying this technique, particularly in terms of measuring and correcting for transmit and receive
radio frequency field inhomogeneities. We also discuss new directions in analytic techniques, including higher
resolution reconstructions of the cortical surface. We then discuss two recent applications of this technique.
The first compares individual and group myelin maps to functional retinotopic maps in the same individuals,
demonstrating a close relationship between functionally and myeloarchitectonically defined areal boundaries
(as well as revealing an interesting disparity in a highly studied visual area). The second combines tonotopic
and myeloarchitectonic mapping to localize primary auditory areas in individual healthy adults, using a similar
strategy as combined electrophysiological and post-mortemmyeloarchitectonic studies in non-human primates.

© 2013 Elsevier Inc. All rights reserved.
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Introduction

A basic goal in neuroscience is to map out the functional landscape
of cerebral cortical areas identified by structural characteristics (cyto-
and myeloarchitecture — Clarke and Miklossy, 1990; Flechsig, 1920;
Förster, 1934; Hopf, 1951, 1955; Smith, 1907; Vogt, 1906; von Economo
and Koskinas, 1925), response preferences, or sensory or motor map-
ping (Zilles and Amunts, 2010). Identifying homologous areas across
species helps us understand how areal function itself has evolved
(cf., reptilian jaw bones evolving into inner ear ossicles in mammals).
In humans, in-vivo identification of cortical areas generally relies on fMRI
mapping of representations of the sensory surfaces (e.g., retinotopy/
cochleotopy/somatotopy), motor effectors, or higher level equivalents
(attention-o-topy, intention-o-topy). This has been an extremely pro-
ductive approach, and has shown that much of the cortex is tiled with
maps (Graziano and Aflalo, 2007; Schreiner and Winer, 2007; Wandell
et al., 2007). These maps not only tend to have a generally consistent lo-
cation and orientation on the cortical sheet, but also show non-trivial in-
dividual differences in size, shape, and possibly even neighbor relations
(Sereno and Tootell, 2005) that may have interesting functional conse-
quences (Schwarzkopf et al., 2011).

However, identifying cortical areas through sensory and motor
mapping is time consuming; it takes an hour to accuratelymap onemo-
dality (e.g., polar angle and eccentricity mapping to establish visual
areas). The robustness, reliability, and extent of maps are strongly de-
pendent upon the participant's level of directed attention to the stimu-
lus over this long period of scanning (Saygin and Sereno, 2008; Silver
and Kastner, 2009) making mapping more difficult in children, elderly,
and clinical populations. Some cortical areas cannot be defined on the
basis of functional maps alone (e.g., primary auditory areas A1 & R —
(Dick et al., 2012; Hackett, 2011). And in some individuals (e.g., audito-
ry areas in the deaf (Karns et al., 2012; Ressel et al., 2012), visual areas in
the blind, and somatomotor areas in participants with hemiparesis,
deafferentation, or amputations), defining inputs or outputs may be
absent.

One means of estimating an individual participant's cortical areas is
by probabilistic, postmortem cytoarchitectonic atlases, which are
provided in a standard anatomical MRI volume or MRI-based cortical
surface space (through affine or non-linear transformations (Eickhoff
et al., 2005; Fischl et al., 1999; Tahmasebi et al., 2009). This requires
no additional scanning time, can define a large number of cortical
areas at once (12 Brodmann areas are defined in the current Freesurfer
distribution), and facilitates easy comparisons across experiments,
scanner sites, and labs. Unfortunately, the degree of inter-individual
variation in areal size and shape is considerable (with three-fold areal
differences even in V1 — (Schwarzkopf et al., 2011)), making precise
definition of any area – particularly smaller and more variable ones –
very challenging. This is of particular concern when localizing areas
for surgical implantation (e.g., neurostimulators, drug delivery vehicles,
or electrode recording grids) or excision (e.g., temporal lobectomy).

A better solutionwould be to use the signal and tissue contrast infor-
mation in the MRI anatomical volume itself to identify an individual
participant's cortical areas. Indeed, over the last decade much progress
has been made in mapping individual cortical areas in-vivo by taking
advantage of the sensitivity of the MR longitudinal relaxation time T1
to myelin content, an in-vivo assay of myeloarchitecture (Barazany
and Assaf, 2012; Bock et al., 2009, 2013; Clark et al., 1992; Dick et al.,
2012; Geyer et al., 2011; Glasser and Van Essen, 2011; Sánchez-
Panchuelo et al., 2012; Sereno et al., in press; Sigalovsky et al., 2006;
Walters et al., 2003). These myelin mapping methods use different
combinations of high resolution images, including high-resolution
proton-density (Clark et al., 1992), T1-weighted images (Barazany
and Assaf, 2012; Walters et al., 2003), T2-weighted images (Trampel
et al., 2011) and volumes derived by taking a ratio of T1- and T2-
weighted volumes (Glasser and Van Essen, 2011), synthetic, high-
contrast images derived from multi-angle FLASH (Hinds et al., 2008),

and quantitative R1 (1/T1) images (Dick et al., 2012; Sereno et al., in
press; Sigalovsky et al., 2006).

The recent achievements illustrating the advent of in-vivo histolog-
ical studies are notable given the technical challenges posed. First, the
degree of cortical myelination is strongly cortical-layer-dependent
(for examples, see Annese et al., 2004; Braitenberg, 1962). Thus, MRI
scans must be of sufficiently high resolution to resolve laminar differ-
ences to some degree. Second, interareal differences in myelination
are comparable in magnitude to the differences in myelination across
layers; upper layers of cortex are often quite lightly myelinated (see
whole-brain-slice Gallyas stain of macaque, shown in Fig. 2 of Bridge et
al., 2014). Therefore, even minor local inaccuracies in cortical surface re-
construction can significantly distort or obscure estimates of areal differ-
ences in myelination. Third, because of the subtlety of the cross-areal
differences in myelination, even fairly gentle spatial biases in overall
signal intensity and contrast can swamp myelin-related signal changes.
In particular, transmit-field (B1+) inhomogeneities affect image contrast
and can bedevil widely applied post-hoc histogram-based normalization
methods (e.g. Dale et al., 1999) and also ratio methods based on normal-
izing scans (Glasser andVan Essen, 2011).Myelinmappingmethods that
combine different kinds of scans must also often contend with vessel ar-
tifacts and local spatial distortion that differ between scan types. (How-
ever, such ratio-based methods have the advantage of potentially
broader application as they rely on widely-available clinical pulse
sequences).

In addition to the need for high resolution and spatially unbiased
data for myelin mapping, it would be very useful to be able to mea-
sure differences in myelination in the same area either over different
subjects, or over time in the same subject. However this is not possi-
ble with cortical myelination measurements derived from post-hoc
normalized contrast-weighted images or from image ratios, in that
their numerical values are inherently arbitrary, and unstable even
on a single scanner. The ability to make quantitative cross-scan,
cross-individual, and cross-site comparisons of cortical myelination
would allow for the establishment of norms across development,
populations and disease stages (e.g., in multiple sclerosis, Alzheimer's
disease and focal dystonias).

To address these challenges, we have developed and refined a
method for measuring cortical myelination that takes advantage of
recent advances in high-resolution, quantitative MR imaging. Here,
we first lay out in some detail the underlying theory and recent ad-
vances in MR physics that made high resolution quantitative imaging
possible, and discuss the advantages and drawbacks of different
quantitative imaging schemes. We then present results from several
initial studies using these techniques to measure cortical myelination
in visual (Sereno et al., in press) and auditory areas (Dick et al., 2012).

Myelin mapping using R1 mapping methods

T1 is the time constant governing the recovery of the longitudinal
component of the magnetization following radio-frequency (RF)
excitation, and crucially, an MR parameter closely related to tissue
myelination (Koenig et al., 1990) and in particular, the cholesterol
that is bound to myelin (Koenig, 1991). Ex-vivo studies using white
matter slices from patients withmultiple sclerosis or controls have di-
rectly compared quantitative MRI measurements of these slices with
microscopic histology-based estimates of their regional myelin con-
tent. T1 relaxation times are highly correlated with myelin content
in unfixed spinal cord (r = 0.78, Mottershead et al., 2003), unfixed
brain (r = 0.70, Schmierer et al., 2004; r = 0.77, Schmierer et al.,
2008), and fixed brain (r = 0.89, Schmierer et al., 2008). To our
knowledge, there are no combined quantitative MR and quantitative
histology studies directly assessing the T1/myelin correlation in corti-
cal gray matter, but there is no a priori reason to expect this relation-
ship to be different.
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Signal equations establish the relationship between the signal ac-
quired using a given MR pulse sequence and the MR parameters of
the imaged object. In quantitative MRI (qMRI), these equations are
inverted in order to yield quantitative estimates of the MR parame-
ters (e.g. T1, Proton Density (PD), apparent transverse relaxation
time T2*, and so on), which are indicative of the underlying tissue
microarchitecture. As a general rule, quantitative mapping requires
a number of acquired datasets at least equal to the number of MR pa-
rameters to quantify (the unknowns in the signal equations). Because
the acquired signal is a mixed effect of multiple MR parameters and
systematic bias in the MR parameter estimates is often present,
qMRI can require a large number of acquired datasets. Therefore, a
significant challenge for quantitative mapping is efficiency, i.e. quan-
tification of MR parameters from the minimum possible number of
datasets. The time saved by reducing the number of datasets can be
used instead to optimize the precision of the quantitative maps and/
or to quantitatively map multiple MR parameters (Helms et al.,
2008a,b). This is particularly relevant for high-resolution applications
where acquisition times are long and averaging may help maximize
the signal-to-noise ratio.

Another criterion of paramount importance for qMRI is accuracy.
As noted in the Introduction section, the systematic bias present in
MRI data (Helms et al., 2008a; Yarnykh, 2010) can bemany times larg-
er than the subtle changes in MR signal due to myelin variation (~1%
in R1 scans, see Dick et al., 2012; Sereno et al., in press). Therefore,
such bias must be accurately corrected to obtain quantitative MR pa-
rameter estimates of tissuemicroarchitecture. Systematic bias may af-
fect any type ofMR acquisition but is generally overlooked in standard
T1-weighted anatomical imaging, only allowing a qualitative phe-
nomenological description of brainmorphology. For instance, a typical
high-resolution MPRAGE scan at 1.5 T can show 50% variation in sig-
nal intensity over homologous regions in the left and right hemi-
spheres. In contrast, estimation of tissue myelination by quantitative
MR techniques demands particular attention to bias correction.

Several quantitative MRI methods exist that yield biomarkers re-
flective of tissue myelination e.g. Magnetization Transfer (MT) map-
ping (Henkelman et al., 1993) and Myelin Water Fraction mapping
(MacKay et al., 2006). It is not the goal of this review to discuss and
compare the different quantitative MRI methods that might be appli-
cable to the detection of cortical myelination. Rather, we limit our-
selves to the discussion of the methodological developments that
have enabled the recent detection of cortical myelination variations
using R1 mapping.

Quantitative R1 (1/T1) mapping

R1 (=1 / T1) is often mapped, as the image intensity then corre-
sponds to the more familiar tissue contrast of T1-weighted images
and R1 can most easily be related to tissue microarchitecture (Rooney
et al., 2007). A number of existing methods for measuring R1 monitor
the recovery of the longitudinal magnetization after a full inversion
pulse. Because high-resolution images cannot be obtained from a single
inversion without a significant degradation in image quality, several
repetitions of the inversion recovery are required. To ensure consisten-
cy across repetitions, full recovery of the longitudinal component must
be achieved between the inversions, making the total scan time prohib-
itively long for in-vivo applications.

The Look–Locker technique improves the efficiency of inversion–
recoverymethods by acquiringmultiple sample points after each inver-
sion (Look and Locker, 1970). When a dense sampling of the T1 recov-
ery is desirable, the same image encoding may be used for all sample
points of a given inversion (Gowland and Leach, 1992). The long
resulting scan time only allows for single-slice acquisitions in-vivo.
We focus here on methods for whole brain R1 mapping based on only
a few points along the recovery curve. Look–Locker was originally com-
bined with snapshot-FLASH readouts (Deichmann and Haase, 1992;

Haase, 1990; Haase et al., 1989) and EPI readouts (Freeman et al.,
1998; Gowland and Mansfield, 1993; Ordidge et al., 1990). Inversion–
recovery methods based on EPI readouts are generally faster but suffer
from susceptibility-induced effects that affect image quality. Segmented
acquisitions optimize acquisition speed with minimal effect on image
quality (Lee, 2000). The delay for T1 recovery in a given slice may be
used to sample the inversion recovery in neighboring slices, leading to
significant improvements in imaging speed (Clare and Jezzard, 2001;
Deichmann, 2005; Zhu and Penn, 2005).

Magnetization saturation was introduced to minimize this delay
time, further reducing the acquisition time (Deichmann et al., 1999).
Magnetization saturation has been combined with sequential slice and
segmented k-space acquisitions to achieve a high sampling of the recov-
ery curve in a minimal acquisition time (Shah et al., 2001; Steinhoff et
al., 2001). Note that sub-optimal inversion efficiency and inhomoge-
neous excitation through 2D slices might induce a bias that requires
calibration (Deichmann, 2005). Also, imperfect slice profiles yield devi-
ations from the nominal slice thickness.

The use of non-selective RF pulses and of 3D image encoding
schemeshelpsminimize these issues encountered in 2D imaging. 3Dac-
quisitions are also preferable for high-resolution R1 mapping as they
yield higher image SNR than their 2D counterparts. A segmented acqui-
sition was introduced by Henderson et al. (1999) for rapid R1 mapping
in three dimensions based on the Look–Locker principle. It should be
noted that inhomogeneities in RF excitation induce a bias in the R1 esti-
mates provided by the Look–Locker technique. This can be corrected
usingmaps offlip angle distributions obtained from specifically dedicat-
ed MRI acquisitions (see below). Alternatively the true relaxation rate
might be obtained from a three-point fit of the relaxation curve, at the
cost of an increased acquisition time (Deichmann, 2005; Steinhoff et
al., 2001).

Alternative approaches with reduced sensitivity to RF inhomogene-
ities were developed based on MPRAGE acquisitions (Mugler and
Brookeman, 1990). Marques et al. (2010) extracted quantitative R1
maps from the ratio of twoMPRAGE images acquired with different ex-
citation flip angles and inversion times— a technique called MP2RAGE.
The resulting R1 maps were corrected for the effects of the RF receive
field B1− and of R2*. Inhomogeneous excitation effects were minimized
using optimal acquisition settings but some bias remained in the R1
maps. Despite this, the MP2RAGE technique has been used to detect
the subtle variations in myelination across the cortex (Marques and
Gruetter, 2013; Tardif et al., 2013; Waehnert et al., 2013, 2014; Weiss
et al., 2011).

The method developed by Liu et al. (2011) yields R1 maps insensi-
tive to RF inhomogeneities due to the use of three inversion times.
The resulting increase in scan time and the handling of complex raw
data required for calculation of the R1mapsmight represent significant
practical limitations for this method. T1-weighted images based on
MPRAGE acquisitions have also been designed to yield optimal contrast
within the cortical layer (Bock et al., 2013). However some effects from
inhomogeneous RF excitation remain in the data and the total acquisi-
tion timemight be prohibitive for high-resolutionwhole brain imaging.
Thismethod also does not yield fully quantitative R1maps, which limits
the insight into tissue microarchitecture.

Variable flip-angle (VFA) methods calculate R1 from the signal
change between datasets acquired with different nominal flip angles
of the RF excitation (Sigalovsky et al., 2006). 3D spoiled gradient-echo
schemes (‘FLASH’, ‘SPGR’ or ‘FFE’) are generally preferred for image
encoding due to their high time-efficiency and the reduced contribution
of other MR parameters (e.g. T2*) to the detected signal (Haase et al.,
1986; Homer and Beevers, 1985; Homer and Roberts, 1987). With
VFA methods, whole-brain 1 mm3 resolution quantitative R1 maps
can be obtained in under 8 min using two nominal flip angle values
(Deoni et al., 2003; Wang et al., 1987). If time allows, a larger number
of nominal flip angle values may be used to improve accuracy and pre-
cision (Sigalovsky et al., 2006).
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A significant challenge with VFA methods is their sensitivity to the
spatially inhomogeneous RF transmit excitation field B1+, which arises
from the increased coupling between the RF transmit field and the
human head at highfield strength (Glover et al., 1985). RF inhomogene-
ities lead to a distribution of excitation flip angles throughout the brain,
i.e. to deviations between the local (true) and nominal (prescribed) flip
angle values. If RF inhomogeneities are present, the use of the nominal
flip angle values in the signal equation leads to systematic bias in the R1
estimates as shown in Fig. 1a. This bias clearly resembles the pattern of
RF inhomogeneities shown in Fig. 1b. Because R1 is proportional to the
square of the flip angle values for VFA methods (Helms et al., 2008a),
the ±25% variations of the local (true) flip angle at 3 T impose a ~50%
bias on the R1 maps (Weiskopf et al., 2011), much larger than the ~1%
changes in R1 due to variation in myelination levels (Dick et al., 2012;
Sereno et al., in press). This bias is removed from the R1 maps when
the correct local flip angle values are used in the R1 estimation based
on the signal equations (see Fig. 1c). As we describe in the next section,
local flip angle values can be obtained by accurate mapping of the RF
transmit field B1+.

B1+ mapping

To avoid any systematic bias of the measured B1+ values due to re-
sidual dependence on R1, independent mapping of the B1+ inhomoge-
neities using a separate method might be preferred (Venkatesan et al.,
1998). A variety of B1+ mapping methods have been proposed
(Akoka et al., 1993; Helms et al., 2008c; Insko and Bolinger, 1993; Jiru
and Klose, 2006; Sacolick et al., 2010; Sled and Pike, 1998, 2000;
Wang et al., 2005; Yarnykh, 2007) and some of them systematically
compared (Lutti et al., 2010). Slice-selective RF pulses are generally
avoided as they lead to systematic bias of the B1+ maps which must
be accurately corrected (Helms et al., 2008c; Hsu et al., 2009). Off-
resonance precession effects impose a systematic bias which increases
with field strength, but can be minimized by the use of RF pulses with
maximal amplitudes (Fleysher et al., 2011; Lutti et al., 2012).

A large fraction of the existing methods estimate the B1+ distribu-
tions from the signal change across several nominal RF flip angle
values (Akoka et al., 1993; Insko and Bolinger, 1993; Sled and Pike,
1998, 2000; Wang et al., 2005). However as was observed in the con-
text of R1 mapping, the R1-dependence of the signal change may bias
the B1+ estimates. Long repetition times (TR ≥ 5T1) avoid this bias
but lead to long acquisition times that are prohibitive in-vivo. Mini-
mization of the R1 bias in the B1+ maps at no cost in acquisition

time can be implemented using ‘resetting’ pulses (Cunningham et
al., 2006; Stollberger and Wach, 1996) or by using ratio of images ac-
quired during the same repetitions (Akoka et al., 1993; Jiru and Klose,
2006; Lutti et al., 2010, 2012).

The actual flip-angle imaging (AFI) method proposed by Yarnykh
(2007) is an attractive alternative since the independence of the
resulting B1+ maps on R1 allows the use of short TRs and therefore
short acquisitions. However the strong gradient spoiling required to en-
sure appropriate spoiling of transverse coherences imposes a limit on the
minimum achievable acquisition time (Nehrke, 2009; Yarnykh, 2010).
The STEAM method recently proposed by Nehrke and Börnert (2012)
might be an interesting option when B1+ maps with minimal T1-bias
must be calculated from ultra-fast acquisition to minimize scan time.

Alternative methods exist that calculate B1+ distributions based on
the phase information of MRI images. Phase-based approaches have
clear advantages over conventional methods based on magnitude
data. These include independence of the B1+ estimates from the R1
values as well as a wider dynamic range, which is beneficial when the
local RF flip angles are small (Morrell, 2008). The method proposed by
Sacolick et al. (2010) based on the Bloch–Siegert shift offers also the
possibility of using short TR values, thereby reducing acquisition time.
Note that novel types of off-resonance RF pulses have been designed
to mitigate the Specific Absorption Rate (SAR) problems of the Bloch–
Siegert method at ultra-high field (Jankiewicz et al., 2013).

Fewmethods have demonstrated the level of accuracy and efficien-
cy required for whole-brain in-vivo myelin mapping using quantitative
mapping. In particular the challenge of large B1+ inhomogeneities at
high field strengths requires methods with a large dynamic range.
This can be successfully achieved by acquisition of data over a large
range of nominal RF flip angle values, ensuring optimal B1+ calculation
at each voxel location and yielding whole brain B1+ maps with a very
high level of accuracy even at ultra-high field (Lutti et al., 2012). Parallel
imaging can be used to keep the total acquisition timebelow5 min, as is
required froma reference scanwhose sole purpose is the bias correction
of R1 maps (Lutti et al., 2012). Image distortions resulting from the EPI
readouts used with this method are minimized using a short readout
duration, achieved thanks to the small matrix size and use of parallel
imaging along the phase-encode direction. The remaining geometric
distortions are corrected at the post-processing stage using a well-
established procedure extensively used for fMRI acquisitions (Hutton
et al., 2002; Lutti et al., 2010). This method has been shown to produce
accurate and precise B1+maps over the whole brain even at 7 T (Lutti
et al., 2012).

Fig. 1. Effects of RF transmit field (B1+) inhomogeneities on estimates of R1: a) R1 volume, calculated using nominal flip angle values in Bloch equations; b) B1+ map of same sub-
ject, showing ±25% inhomogeneities in flip angle, which translate into the ~50% biases in R1 seen in a, c) corrected R1 volume, calculated using local flip angle derived from B1+
map.

179A. Lutti et al. / NeuroImage 93 (2014) 176–188



Optimization of the dynamic range with variable RF flip angles
could be implemented with the method presented by Chung et al.
(2010), based on signal acquisition following a preconditioning RF
pulse of variable nominal value. Alternatively, the SA2RAGE sequence
(Eggenschwiler et al., 2012) has been optimized to accuratelymap the
B1+ distributions over a large range of local flip angles in a minimal
acquisition time. This method also keeps SAR levels at low values
andmight be a particularly suitable option for ultra-high field applica-
tions. Alternatively, the original AFI method can be extended to
address the issue of increased B1+ inhomogeneities at high field
(Fleysher et al., 2011).

Combined R1 and B1+ mapping

A number of methods have emerged over the recent years for com-
bined estimation of the B1+ and T1 distributions from the same type of
MR readout. The main motivation for this combined approach is to im-
prove the consistency of the theoretical modeling and of the datasets
used for quantitative imaging. The DESPOT1-HIFI (Deoni, 2007), VAFI
(Hurley et al., 2012), TriTone (Fleysher et al., 2008), MTM (Voigt et al.,
2010) and MoS (Chavez and Stanisz, 2012) methods combine the esti-
mation of the B1+ and T1 values using the type of MR acquisitions
(FLASH/SPGR) used for VFA methods. In the DESPOT1-HIFI method
(Deoni, 2007), the VFA acquisition is complemented by an extra acqui-
sition where an inversion pulse is played out prior to the FLASH/SPGR
readout. The lower accuracy of the resulting R1 maps in tissues with
long TRs might be improved with an extra acquisition. The TriTone
(Fleysher et al., 2008) method uses three VFA acquisitions and calcula-
tion of the T1 values is completed by the removal of B1+ inhomogeneity
effects at post-processing.

The MTM technique (Voigt et al., 2010) is an extension of the
original AFI method for B1+ mapping (Yarnykh, 2007) where data are
acquired overmultiple TR values; compared to the original AFI instanti-
ation, significant improvements in B1+ accuracy and reproducibility
were found. A somewhat similar approach is the VAFI method (Hurley
et al., 2012), which combines one VFA run with an AFI acquisition orig-
inally designed for B1+mapping (Yarnykh, 2007). The faster combined
VAFImethod provedmore robust than acquiring and analyzing VFA and
AFI runs separately (Hurley et al., 2012). Finally, the MoS method
(Chavez and Stanisz, 2012) extracts B1+ and T1 estimates from the lin-
earization of the FLASH/SPGR signal equations at high and low flip an-
gles. The artifactual coupling between the apparent B1+ and T1
values where the RF transmit field is low illustrates the difficulty in
extracting independent B1+ and T1 estimates. An interesting alterna-
tive is themethod proposed byHsu et al. (2009)which concurrently es-
timates B1+ and R1 from the subtraction of MRI signals acquired with
different flip angles and sequence timings.

Beyond R1 mapping — challenges for quantitative mapping
techniques

Large discrepancies exist between R1 estimates obtained from dif-
ferent methods (Cheng and Wright, 2006; Clare and Jezzard, 2001;
Deoni, 2007; Deoni et al., 2005; Ethofer et al., 2003; Gelman et al.,
2001; Preibisch and Deichmann, 2009; Wansapura et al., 1999;
Wright et al., 2008; Zhu and Penn, 2005). Such differences might in
part be due to imperfect correction of B1+-inhomogeneities (as
noted above), partial volume effects between different tissue types
at low image resolutions, and of transverse coherence effects i.e. vio-
lation of the assumption of perfect spoiling in SPGR/FLASH acquisi-
tions (Preibisch and Deichmann, 2009; Yarnykh, 2010). Better
agreement between the methods will help establish normative MR
parameter values for healthy and diseased brain tissue, establishing
qMRI measures as clinical biomarkers. The development of methods
for quality assurance on the model of the now well-accepted
standards for fMRI (Friedman and Glover, 2006) will improve the

sensitivity of qMRI in multi-center studies (Levesque et al., 2011;
Venkatesan et al., 1998).

The ultimate goal of quantitative mapping is to provide surrogate
markers for microscopic tissue properties e.g. iron and myelin con-
centration. Because MR parameters are a mixed effect of multiple tis-
sue properties (Gelman et al., 2001; Rooney et al., 2007), a complete
insight into tissue micro-architecture requires quantification of mul-
tiple MR parameters. The Multi-Parameter Mapping (MPM) scanning
protocol suggested by Helms et al. (2008a,b) allows for 1 mm3 reso-
lution whole-brain mapping of Magnetization Transfer saturation
(MT), R1, Proton Density (PD) and R2* in a scan time of ~25 min.
With this highly efficient approach, the acquisition parameters are
optimized to maximize SNR and minimize bias (Helms and Dechent,
2009; Helms et al., 2011). MPM acquisitions offer interesting pros-
pects for the multivariate study of the brain's morphology (Helms et
al., 2009; Lambert et al., 2012) and micro-architecture (Draganski et
al., 2011). They were also successfully employed in multi-center
studies, significantly improving the comparability of data across
sites even at 3 T where inter-site biases are usually more pronounced
(Weiskopf et al., in press). Real-time prospective correction of subject
motion might prove to be a powerful technological advance to enable
ultra-high image resolution in-vivo (Maclaren et al., 2011), correcting
for even subtle head motion due to the cardiac pulse.

Image processing

Adapting existing processing pipelines to better but different input data

As cortical surface reconstruction processing pipelines have been
made more robust, they have at the same time become more sensitive
to and reliant upon the exact statistics of typical T1-weighted input im-
ages. Thus, even though quantitative R1 maps are intrinsically prefera-
ble to T1-weighted images because the image intensity at each voxel
is much more closely correlated with underlying tissue properties,
they are more difficult to reconstruct using a pipeline highly optimized
for T1-weighted images. This will require re-optimizing those pipelines
to use the new images.

One example concerns the skull. In T1-weighted images, the ultra-
short relaxation time of bone results in no signal and a harmless
almost-black pixel value. Segmentation algorithms in turn rely on this
characteristic. Quantitative R1 maps, by contrast, do a poor job of esti-
mating R1 given the small skull signal, which results in increased
noise in the skull, which break skull-finding algorithms. Another exam-
ple is that of the dura between inferotemporal cortex and the cerebel-
lum. The dura has the same R1 value as the cerebellar and cerebral
cortices but a higher R2* which leads to dark signal in T1-weighted im-
ages. When only R1 maps are used, dura and tissue cannot be distin-
guished and the reconstructed pial surface shows a tendency to bulge
into the dura. Optimization of the surface reconstruction pipeline for
qMRI data will require additional procedures such as using multiple
quantitative volumes to create a synthetic volume with contrast that
is optimized for tissue segmentation (e.g., Fischl et al., 2004).

Another example concerns the impact of small errors in cortical
surface reconstruction, which directly influence the accuracy of sam-
pling values at different cortical depths. As can be observed in Fig. 2,
the magnitude of the inter-ROI difference in R1 at a given cortical
depth was often equal to or less than the R1 difference observed at
adjacent cortical depths within the same ROI. For instance, there is a
greater difference in R1 values across cortical depths of 0.5 and 0.6
in probabilistically defined MT (‘high-MT’ in Fig. 2) compared to the
difference in R1 between MT and the lightly myelinated angular
gyrus when sampled at the same cortical depth (0.5 or 0.6). These
findings make it clear that small errors in cortical surface reconstruc-
tion (and thereby inaccurate estimates of cortical depth fraction) can
decrease sensitivity and precision when mapping myelination, which
in turn can affect the assignment of areal borders.
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Since the improved signal-to-noise of our newmethods allows us to
generate datasets with voxel sizes less than 1 mm3, we have begun to
investigate using higher resolution surface tessellations. Current surface
reconstruction pipelines (e.g., Freesurfer) typically begin by resampling
data to 1 mm3. Since the resolution of the initial tessellation is based on
the square faces of voxels classified as white matter, this generates a
standard mesh density that later processing steps (surface refinement,
morphing) can rely on.

However, there are advantages to a denser mesh. For example, the
additional degrees of freedom afforded by a denser mesh allow more
accurate subvoxel estimation of the position of cortical surface bound-
aries. Fig. 3 compares the result of generating a surface reconstruction
after resampling our original (0.8)3 mm3 data to 1 mm3 versus a
surface reconstruction after resampling the same data to (0.5)3 mm3.
In the first case (left) the gray–white matter surface (rh.white) was
reconstructed using the standard Freesurfer pipeline (version 5.1
running on Mac OS X 10.6). In the second case, a surface was
reconstructed more simply using only the anisotropic Freesurfer filter
and a hard white matter threshold with no normalization of any kind.
It is apparent that the fine details of gyral ridges are more accurately
rendered by the denser tessellation. The denser tessellation, which con-
tains approximately eight times as many vertices, can be manipulated
(inflated, morphed) as before using existing Freesurfer programs
(e.g., mris_inflate, mris_sphere, mris_register) after minor adjustments
to parameters. These techniques have the potential to improve quanti-
tative R1-based cortical parcellation by minimizing noise in estimating
cortical depth.

Cortical myelination and cortical curvature

One additional challenge in assessing areal differences in relative
myelination is to control for the finding from the post-mortem litera-
ture that myeloarchitecture varies significantly with local cortical con-
vexity (Annese et al., 2004). On gyri, as the cortex becomes more
convex, the more superficial layers of the cortex puff up and become
more myelinated. In sulci, by contrast, the deeper layers thin and all
layers become less myelinated. In a sheet of tissue detached from the
white matter, one might expect superficial layers on a gyrus to behave
similarly to deep layers in a sulcus, since both would be expected to
stretch as a sheet of finite thickness was bent. The deeper layers, how-
ever, are attached to a mass of white matter, and this may help to
explain their substantial asymmetry, which is visible even within a sin-
gle cortical area. Correspondingly, we found that R1 values were quite
strongly related to local cortical curvature, evenwhen cortical thickness
was taken into account (Fig. 2b). This relationship was most notable at
middle cortical depths – accounting for ~13% of variance – but the cor-
relation extended throughmuch of the depth of cortex (as it does in the
Gallyas-stained section included in the figure). Since cortical depth frac-
tion does not account for variation in relative thickness of cortical lam-
inae, however, we cannot exclude the possibility that a portion of this
correlation is due to changes in the relative thickness of laminae to com-
pensate cortical folding (Bok, 1929; Waehnert et al., 2014).

Because curvature-associated modulations of R1 can obscure or dis-
tort true areal differences in myelination (Annese et al., 2004), we have
used curvature- and thickness-residualized maps of R1 variation (latter

Fig. 2. Relaxation rate (R1) as function of cortical depth, area, and curvature. Top left: cross-ROI differences in average cortical R1 shown as line for 8 depths (from 0.1 near white
matter to 0.9 near pia); y-axes, error bars show standard error across subjects; ROIs: angular (angular gyrus), angular-fs (Freesurfer angular gyrus label), MT-low and MT-high
(non-overlapping low and high probability MT labels (REFS), V1-fs (Freesurfer V1)). All matched-paired t-tests on hypothesized differences significant (p b 0.05) except where
marked “m” (p b 0.1), “ = ” (no significant difference), or “-” (difference opposite prediction). Bottom left: vertex-wise correlation (adjusted R2) of R1 and curvature as function
of depth (error bars as before over subjects). Scatter plot inset at right is from a single subject at depth 0.5. For comparison, left inset shows myelin stained section of human cortex
with reduced myelination in concave areas (from Annese et al., 2004). Right panel: average ‘decurved’ R1 values, sampled at three different cortical depth fractions.
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called ‘decurved/dethickened R1’) as a means of improving the visuali-
zation of different cortical areas. For example, around areaMT, artifactu-
al hyperintensities in the highly curved cortex around this area
protruded posteriorly from MT proper along gyral crowns before the
dataset was ‘decurved’. The inclusion of curvature and thickness in R1
estimates of cortical areas will likely be important for comparisons be-
tween primates with highly convoluted brains (humans, chimpanzees)
and relatively smooth brains (macaques, owl monkeys).

Applications

Cortical myelination and visual areas

Our first study compared R1maps and retinotopicmaps in visual cor-
tex using surface-basedmethods (Sereno et al., in press). As an initial ver-
ification of the technique, we measured six participants' averaged R1
values (sampled at 8 depths in each area) in three probabilistically-

Fig. 3. Reconstructed white matter surface from resampled 0.8 mm3 R1 volume, close-up view centered around Sylvian fissure, with mesh showing surface vertices and faces. Left
panel shows default Freesurfer reconstruction (Freesurfer version 5.1 on OSX 10.6) from a volume downsampled in resolution from 0.8 mm3 to 1 mm3. Right panel shows the same
volume resampled to 0.5 mm3 and reconstructed using only the anisotropic Freesurfer filter and a hard white matter threshold with no normalization of any kind.

Fig. 4. Cross-subject surface average retinotopic maps. Spherical morph average polar angle maps are projected back to the inflated right and left hemispheres of one subject, and
shown in lateral (top), posterior (middle-center), medial (middle-sides), and inferior (bottom) views. The posterior boundary of ipsilateral visual responses in MT+ is marked by a
thick yellow dashed line. Thin dotted lines indicate the boundaries of regions with high quantitative R1 values traced from myelin maps. Vertical and horizontal meridians traced
from field sign calculations (not shown) are shown as lines of small circles and thick black dashes. Generalized visual andmultisensory area names (V1, V2, V3, VP/V3v, V6, V6A, V8/VO1,
V3A, MT/V5, FST, LIP (multiple), VIP (multiple), PrCu [pre-cuneus visual area]) were drawn judiciously from the existing conflicting literature.
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defined regions-of-interest (ROIs) known to differ in myelination
density — namely the angular gyrus, which is lightly myelinated, and
visual areas MT and V1, which are highly myelinated (see Fig. 2a).

First, we found that not only R1 differed across regions (with R1 in
the angular gyrus b MT b V1 as expected given postmortem studies),
but R1 values within an ROI were also remarkably consistent across
subjects at a given cortical depth, as demonstrated by the small stan-
dard error bars in Fig. 2a. This suggests that it should be possible to es-
tablish areal R1 norms for healthy subjects— ones that could be used as
benchmarks for studies of individual differences as well as for early de-
tection of demyelinating diseases such as multiple sclerosis.

Second, we found that the borders of a number of visual areas – as
established by retinotopic mapping of polar angle – were associated
with changes in R1 values measured in the same individuals (Fig. 4).
Cortical boundaries are visible in individuals as well as in cross subject
average polar angle maps based on spherical morphing driven by
alignment of major sulci. Cross-subject averages not only are smooth-
er, but they also somewhat overemphasize polar angles near the aver-
age polar angle (approximately the horizontal meridian, indicated in

blue). This is the natural result of a local vector average of slightly
displaced, slightly differently sized visual areas containing polar an-
gles ranging from the upper vertical meridian to the lower vertical
meridian.

Third, and perhaps our most unexpected finding was centered
on the heavily myelinated oval in lateral occipital cortex (see Fig. 4).
Although a similarly located region has previously been identified as
MT/V5 in a number of studies, our retinotopicmapping data – including
both polar anglemapping aswell as the location of the posterior bound-
ary of ipsilateral responses in a localizer task (Huk et al., 2002) –
showed that MT proper only accounted for the posterior 1/3 to 1/2 of
that oval. Previous in-vivo and postmortem studies in humans thus
may have substantially overestimated the extent of MT. Given that
there are several areas with above averagemyelination anterior and in-
ferior to MT in monkeys (MST and FST— e.g. Bock et al., 2009), this ob-
servation is not completely unexpected. However, the relatively small
fraction of this maximum identifiable as MT suggests that those other
areas may be relatively larger in humans, or may contain additional
subdivisions.

Fig. 5. Top two rows: myelin maps from 6 subjects, projected on their reconstructed smooth white matter surface. Average MT+ (calculated on the morphed sphere) is been
resampled back to each subject and traced with a green contour. Bottom two rows: the same R1 data from each subject are projected onto the individual's inflated surface at a
lower magnification (corresponding placement). In all cases, the data has been rendered using the same mapping between absolute R1 value and color (see inset) and no individual
normalization of any kind has been applied.
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Finally, though the robust signal visible in the cross subject average
demonstrates that different subjects resemble each other, therewas con-
siderable cross-subject variation in the regional distribution of R1
hyperintensities, evenwithin our groupof 6 healthy adults. This variation
can be demonstrated using MT+ as an example. The top two rows of
Fig. 5 display each subject's myelin map on their reconstructed smooth
white matter surface. To see how the average relates to individual sub-
jects, the average MT+ (calculated on the morphed sphere) has been
resampled back to each subject and traced with a green contour. While
a sulcal R1 hyperintensity is observed in every subject, andwhile it is sit-
uated within the average MT + contour in 5 of 6 subjects, — there are
clear individual differences in the extent, shape, and positioning of the
MT+ myelin patch. The same individual subject data is shown in the
bottom two rows of Fig. 5 on the inflated surface at a lowermagnification
(corresponding placement). In all cases, the data have been rendered
using the same mapping between absolute R1 value and color (see
inset) and no individual normalization of any kind has been applied.

It is critical to be able to visualize this individual variation – akin to
what has been observed in postmortem studies of MT and surrounding
areas in both human and non-human primates – particularly since im-
mediately adjoining areas may have quite different functional proper-
ties. For example, the area directly adjoining MT posteriorly in
non-human primates (variously named the MT crescent, MTc, or the
V4 transitional area, V4t) is not directionally selective; this stands in
striking contrast to strongly directionally selective MT (Baker et al.,
1981). However the R1 maps show some variability across repeated
scans on the same subjects (Sereno et al., in press). A systematic assess-
ment of the reproducibility of the data will be necessary in order to get a
clear picture of the sensitivity of the method to individual differences.

Myelination in auditory areas

In-vivo myeloarchitectonic assays are of particular importance for
auditory neuroscience, in that even the borders of primary auditory
areas A1 and R cannot be straightforwardly delineated using functional
mapping, particularly using fMRI. Both A1 and R reside in the ‘auditory
core’ (Hackett, 2011), a keyhole-shaped patch of highlymyelinated cor-
tex that lieswithin themedial part of the transverse temporal gyrus and
sulcus (Hackett et al., 2001; Sweet et al., 2005; Wallace et al., 2002).
Using R1-derived myelin mapping techniques, we were able to identify
auditory core both in a spherically-based group average as well as in
individual subjects (see Fig. 6). The keyhole shape (viewable on the in-
flated surfaces of two individual subjects, Fig. 6e), location (medial
Heschl's gyrus), and size (on average ~1.9 cm long × ~0.7 cmwide) ac-
cord well with reports from the postmortem literature (Wallace et al.,
2002), as does the medial-to-lateral decrease in R1 (more visible in
the contour lines in Fig. 7). These characteristics were very consistent
across scans (see cross-subject scan–rescan comparison — Fig. 6).

By using as regions of interest theMorosan et al. (2001) probabilis-
tic maps of auditory core (their TE1.0) and adjacent regions (TE1.1,
1.2), we were able to show good correspondence with postmortem
data, both in terms of overall differences (with myelination in proba-
bilistic TE1.0 considerably higher than in the abutting regions), and in
the change in myelin over cortical depth fraction (Fig. 6c). Here, audi-
tory core (TE1.0) shows a more steplike profile of myelination than
TE1.1/1.2, with the greatest interareal difference appearing at middle
cortical depths, as would be expected. However, we were not able to
resolve the very fine structure of the myelin profile in auditory core,
e.g., the thin but distinct outer layer of Baillarger and superficial stria

a)

e)

b) c) d)

Fig. 6. Group average R1 values from 50% of cortical depth, projected onto the pial surface of the digitally resected temporal lobes of a single subject; (a) local increases in R1 values
along medial Heschl's gyrus, averaged across both scans (b) single-scan R1 averages show excellent scan–rescan reproducibility; (c) relaxation rate (R1 sec-1) as function of cortical
depth, averaged within probabilistically defined subdivisions of Brodmann's area 41 (TE1.0, TE1.1, & TE1.2 according to Morosan et al., 2001). Average R1 within TE1.0 (putative
auditory core) decreases steeply from the gray/white boundary (depth fraction 0.0) to a tilted plateau at middle depths (0.3 to 0.6), then again drops steeply at superficial depths
(0.7 to 1.0) (error bars: ±1 SEM over subjects). R1 within lateral (TE1.1) and medial (TE1.2) subdivisions shows a more gentle monotonic decrease from deep to superficial cortex.
(d) probability maps of cytoarchitectonically defined TE1.0 (‘core’), TE1.1, and TE1.2 derived fromMorosan et al. (2001). Note that the overlap between probability distributions for
TE1.0/TE1.1 and TE1.0/TE1.2 causes some probability maxima for TE1.1 (medial) and TE1.2 (lateral) to be darker colored, as shown in the overlapping probability ovoids at right.
(e) Auditory core in the left and right hemispheres of two individual subjects. Each individual's R1 values (shown in heat scale, see scale bar) were sampled at 50% of cortical depth
and projected onto the subject's left and right inflated hemispheric surfaces. The auditory core is visible in both hemispheres as a keyhole-shaped hyperintensity maximum running
posteromedially to anterolaterally over the medial half of Heschl's gyrus. Hyperintensity maxima can also be observed within the densely myelinated pre- and post-central gyri.
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of Kaes–Bechterew (Braitenberg, 1962). Aswith the visual areas, there
was tight clustering of R1 values within each ROI and each cortical
sampling depth, suggesting that such quantitative measurements of
auditory core might be useable as a normative dataset for diagnostic
purposes (for instance, in chronic tinnitus).

Finally, we found very consistent mapping between the location of
auditory core and tonotopic progressions (collected from the same
subjects). Macaque studies combining in-vivo electrophysiology and
post-mortem histology studies of macaque (e.g., (Morel et al., 1993)
see Fig. 7,) show a characteristic (but not invariant!) tonotopic progres-
sion within core, with highest preferred frequencies observed around
the posterior and posteromedial edge of core, then showing a steep
high-to-low gradient of preferred frequency moving laterally, ending
in a anterolateral low-frequency ‘trough’. There is then a gentler, low-
to-medium frequency ascent moving anteromedially.

We observed a very similar relationship between tonotopic progres-
sion and myeloarchitectonically-defined core in our human subjects.
Fig. 7 shows the cortical surface of an individual subject scanned using
two different tonotopy protocols, one using bandpass-swept vocaliza-
tion stimuli (1.5 T, 32-channel head coil; Dick et al. (2012)) and the
other using bandpass-swept musical stimuli (7 T, 32-channel head
coil). The same ‘decurved/dethickened’ R1 contours are overlaid on
the twomaps,with higher R1 values shown in lighter colors;we consid-
er the approximate border of core to be the outer black dashed line. As
with the macaque, core is capped posteriorly and posteromedially by
regions of high preferred frequency,which (moving anterolaterally) de-
scend to a lateral low-frequency trough; a gentle rise is observed mov-
ing anteromedially from the trough to the most anterior part of core.

Conclusion

Recent in-vivo histological studies using quantitative MRI have
demonstrated the validity of the MR parameter R1 as a biomarker
for myelin concentration. The subtle changes in R1 across the cortical
surface require specially-dedicated MR pulse sequences that allow for
accurate, precise and efficient image acquisition with sufficient image
resolution to resolve the laminar distribution of the cortical layer. We
demonstrated that high-resolution R1 mapping could be used for the
in-vivo delineation of multiple cortical areas at 3 T.

MR-based measures of cortical myelination hold great promise not
only for basic neuroscience but also for clinical assessment as normative
R1 values can be obtained for healthy and diseased tissue. Cortical
myelination is often used as a measure in studies of non-human ani-
mals, particularly in recent studies of learning and plasticity (Liu et al.,
2012). Cross-species comparisons of cortical myelination would be
greatly facilitated by high-resolution R1 mapping. Cortical myelination
is likely to be directly related to well-characterized biological processes
in development and disease progression.

While whole-brain quantitative MR cannot come close to ap-
proaching the spatial resolution typical of histological postmortem
studies of stained tissue, one advantage over traditional myelin stain-
ing, is that one can quantify and map myelin values in an objective
way that is not subject to the vagaries of silver impregnation of indi-
vidual tissue sections. In addition, it is easier to acquire much larger
numbers of subjects with MR than is possible with invasive studies
in non-human animals, enabling the study of small effects and popu-
lation variance. Finally multiple datasets can be acquired in the same

Fig. 7. Top Panels: tonotopicmaps from an individual subject scanned with different stimuli and on different magnets. Colormap shows characteristic frequency with logarithmic scaling
in Hz around the color wheel. Dashed lines show R1 values in grayscale-coded steps of 0.005 s−1, with the outermost black line likely to represent the boundaries of auditory core.
Tonotopic maps were identically masked using an independent auditory localizer (see Dick et al., 2012 for details). Bottom Panels: analogous recolored physiological recording data
frommacaque, overlaid with contour of myelo- and cyto-architectonically defined core. Log-frequency isocontours within and aroundmyelo- and cytoarchitectonically-defined auditory
core (thick black lines), reconstructed from electrophysiological recording data reported in Fig. 2A of Morel et al. (1993). Thin dotted lines show shape of underlying coronal sections of
exposed temporal plane and superior temporal gyrus; thick dashed line is estimate of A1/R border. Fig. 2A fromMorel et al. was chosen for having themost extensive set of recording data
over A1 and R, and for being representative of other datasets in Morel et al. and in other combined physiology/cytoarchitectonic experiments.
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subject over time. Quantitative R1 mapping for myelin is likely to
provide new insights into individual differences, their functional/
behavioral consequences, and the consistency of mapping between
functionally and structurally defined areas.
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