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Abstract

Human subjects exhibit “sequential effects” in many psychological experiments, in which they respond more rapidly and accurately to a stimulus when it reinforces a local pattern in stimulus history, compared to when it violates such a pattern. This is often the case even if the local pattern arises by chance, such that stimulus history has no real predictive power, and therefore any behavioral adjustment based on these erroneous predictions essentially amounts to superstition. Earlier, we proposed a normative Bayesian learning model, the Dynamic Belief Model (DBM), to demonstrate that such behavior reflects the engagement of mechanisms that identify and adapt to changing patterns in the environment (Yu & Cohen, 2009). In that earlier work, we assumed a monotonic relationship between prior bias and response time (bias toward a stimulus was assumed to result in faster reaction time when that was the actual stimulus; conversely, when the other stimulus was present, it was assumed to result in a slower response). Here, we present a more detailed and quantitative analysis of the relationship between prior bias and behavioral outcome, in terms of response time and choice accuracy. We also present novel behavioral data, along with a framework for jointly identifying subject-specific parameters of the trial-by-trial learning (Dynamic Belief Model, DBM) and within-trial sensory processing and decision-making (Drift-Diffusion Model, DDM) based on the behavioral data. Our results provide strong evidence for DBM, and reveal two distinct sub-populations of individuals, who have differential beliefs about the timescale at which local patterns persist in sequential data.
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Introduction

In a variety of behavioral experiments, human subjects display “sequential effects”, a modulation of response time and/or accuracy by recent trial history (e.g. Bertelson, 1961; Laming, 1968; Kornblum, 1973; Soetens, Boer, & Hueting, 1985; Cho et al., 2002; Jones, Curran, Mozer, & Wilder, 2013). For example, in two-alternative forced choice experiments, in which subjects discriminate between two types of stimuli (A or B), subjects respond more accurately and rapidly if a trial is consistent with the recent pattern (e.g. AAAAA followed by A, ABABA followed by B), than if it is inconsistent (e.g. AAAAA followed by B, ABABA followed by A). This sequential effect depends on the length of the run (Cho et al., 2002). For instance, an alternation following four repetitions affects responding more than one following only two repetitions. Figure 1 illustrates a robust finding of the dependence of RT and error rate on recent trial history, both being largest when a relative long run of repetitions or alternations are broken by the current observation (middle two trial types), and smallest when such runs are extended (left and right end).

Previously, we proposed a Bayesian learning model, the Dynamic Belief Model (DBM), to account for sequential effects, via a human learning mechanism that assumes the potential for discrete, un-signaled changes in the environment. Consequently, DBM repeatedly modifies internal estimates of the relative probability of one stimulus type versus another occurring, based on recent stimulus history (Yu & Cohen, 2009). By assuming reaction time and error rate to be monotonically and inversely correlated with the estimated prior probability of observing the actual stimulus prior to stimulus onset, DBM can qualitatively reproduce the empirically observed sequential effects shown by Cho et al. (2002).

In this work, we give a more precise and quantitative treatment of the influence of prior expectations on sensory processing and decision-making within a trial, by assuming an evidence-integration-to-bound process (Gold, 2002), which is formally similar to the Drift-Diffusion Model (DDM) (e.g. Bogacz, Brown, Moehlis, Holmes, & Cohen, 2006) and appears to explain activities of parietal cortical neurons during primate perceptual decision-making (Roitman & Shadlen, 2014). We present a Bayesian method for simultaneously identifying subject-specific parameters of DBM and DDM based on an individual’s choice accuracy and reaction times, and apply it to behavioral data collected in a simple 2-alternative choice perceptual discrimination task. Using this quantitative method, we will compute the relative support, measured in Bayes factors, the data lend to DBM versus a competing model, the Fixed Belief Model (FBM) (Yu & Cohen, 2009), which assumes that human subjects do not believe the task statistics to be changeable over time. We will also characterize the population distributions of subject-specific Bayesian model parameters, which correspond to semantically readily interpretable variables, such as subjects’ beliefs about the rate of change in the environmental statistics, the overall relative frequency of repetition and alternation trials, and the subjective diffi-
culty (or sensory/perceptual noise) associated with processing the sensory stimulus.

The paper is organized as follows. First, we will describe the experiment and the data collected. Second, we will review DBM and FBM, showing their qualitative differences in trial-wise behavior. Next, we will introduce the quantitative model of prior bias on choice RT and accuracy. Subsequently, we will analyze the empirical data using the models. And finally, we will conclude with a discussion of the results, their implications, and directions for future inquiries.

Experiment

42 college students in UCSD participated in this experiment. All have normal or corrected vision. In this 2AFC discrimination task, subjects are instructed to decide if the coherent motion of a patch of moving dots on the computer screen is toward left or right by pressing the corresponding arrow keys. Subjects are seated in a chair approximately 60 cm from the computer screen. When a trial starts, a patch (diameter: 5 deg visual angle) with coherent moving dots will appear on the screen, moving at a speed of 5 deg/second. The density of the dots is 16.7 dots per sq deg/second, with 3 pixels per dot.

All subjects need to complete two practice sessions and reach an accuracy of at least 80% to proceed to the main experiment. In the main experiment, there are 7 coherence levels, ranging from 0 to 100%. There are 14 blocks in total, with 120 trials/block, and 2 blocks/coherence. In this study, we only consider data collected from the blocks with 100% coherence. There is no time limit on each trial. Stimuli repetition or alternation are delayed 650 ms. Subjects receive feedback at the end of each trial with a beep to indicate if their response is correct. A crisp beep indicates a correct response, while a low-frequency beep indicates an incorrect response. There is a 4-second black screen penalty for premature response (respond within 100 ms after stimuli appears).

Figure 1 C,D demonstrate that very similar sequential effects were observed in this experiment as in (Cho et al., 2002).

Learning Models

We give a brief summary of the two Bayes-optimal, ideal observer models in (Yu & Cohen, 2009), which have different assumptions about the temporal persistence of statistical contingencies in the world.

Fixed Belief Model (FBM): Learning about a Fixed World

Suppose the subject has an internal model that on each trial $t$, there is a fixed probability $\gamma$ of seeing a repetition ($x_t = 1$), and therefore a probability $1 - \gamma$ of seeing an alternation ($x_t = 0$). $p_0(\gamma)$ is the generic prior to capture the subject’s belief about $\gamma$ before any observations. The prior is modeled as a Beta distribution, Beta $(a, b)$. Over time, the subject can use the number of observed repetitions versus alternations to gain an increasingly precise estimate of the underlying $\gamma$. After $t$ observations, the posterior belief of $\gamma$ is

$$p(\gamma | x_t) \sim p(x_t | \gamma) p_0(\gamma)$$

which is simply Beta $(a + r_t, b + t - r_t)$, where $r_t$ is the number of repetitions observed up to trial $t$; $x_t$ is shorthand for the vector of observed sequence $(x_1, \ldots, x_t)$. The probability of observing a repetition on trial $t + 1$ is the mean of the posterior distribution over $\gamma$:

$$p(x_{t+1} = 1 | x_t) = \frac{r_t + a}{t + a + b}$$

Dynamic Belief Model (DBM): Learning about a Changing World

Suppose the subjects believe that the relative frequency of repetition (versus alternation) can undergo discrete changes at unsignaled times during the experimental session (see Figure 2B for graphical model), the subject’s
implicit task, then, is to track the evolving frequency of repetition versus alternation over the course of the experiment. The crucial assumption is that $\gamma$ has a Markovian dependence on $\gamma_{t-1}$, such that there is a large probability $\alpha$ of them being the same, and a small probability $1 - \alpha$ of $\gamma_t$ being redrawn from the generic prior distribution, $p_0$. As with the FBM, the observer would then need to combine the sequentially developed prior belief about stimulus identity, with the incoming stream of sensory inputs, $x_1, x_2, \ldots, x_t, \ldots$, to infer the identity of the stimulus in each trial in an iterative fashion:

$$p(\gamma_t = \gamma | x_{t-1}) = \alpha p(\gamma_{t-1} = \gamma | x_{t-1}) + (1 - \alpha)p_0(\gamma) \quad (3)$$

and the posterior distribution is:

$$p(\gamma_t = \gamma | x_t) \propto p(x_t | \gamma_t = \gamma)p(\gamma_t = \gamma | x_{t-1}) \quad (4)$$

The probability of seeing a new repetition is thus:

$$p(x_t = 1 | x_{t-1}) = \int p(x_t = 1 | \gamma_t)p(\gamma_t | x_{t-1})d\gamma_t$$

$$= (1 - \alpha)\langle \gamma \rangle_p(\gamma) + \alpha\langle \gamma | x_{t-1} \rangle$$

(5)

One important consequence of the diminishing uncertainty in the FBM versus the persisting uncertainty in the DBM is that the influence of individual observations persist indefinitely in FBM, but decreases over time for DBM, with the parameter $\alpha$ determining the effective time window over which individual events exert predictive influence on future events. Figure 3 graphically illustrates analyses of the consequences of the different assumptions made by the two models. These simulation results support our hypothesis that the trial-to-trial adjustments seen in subjects’ behavior in 2AFC tasks reflect a (perhaps implicit and unconscious) assumption that statistical regularities, such as runs of repetitions or alternations, exist and persist on a characteristic timescale. Such a strategy is useful for a truly volatile environment but inappropriate for the experimental environment, in which stimulus statistics are held fixed.

**Bayesian Model of Prior Belief on Reaction Time and Choice**

Previously (Yu & Cohen, 2009), we suggested within-trial perceptual inference and decision-making to be analogous to the sequential hypothesis ratio test (SPRT), and made a loose argument for the prior bias (inferred by DBM) to have an approximately linear effect on mean RT. Separately, we have found that the approximately linear relationship to RT hold for a wide range of $\alpha$ values (data not shown). Here, we take a similar approach but explicitly model the relationship between prior bias and RT. The general idea is to specify a within-trial mapping from the belief state (prior probability impending stimulus type), and the stimulus strength/sensory uncertainty, to choice.
and RT of a given trial.

**Within-Trial Processing**

We introduce our method in the context of our experiment, whereby the decision maker needs to decide whether the coherent motion of the dots is toward left or right. For simplicity, and similar to the signal-detection-theory (SDT) formulation (Green & Swets, 1966), we assume each of the two possible stimuli generates normally distributed noisy neural responses at some intermediate stage of the visual pathway, based on which the subsequent brain region(s) must decide which stimulus was present (and thus which response is required) and when to respond. We assume that the perceived strength and uncertainty of the motion does not depend on its direction, thus the two distributions under hypothesis $H_1$ (motion toward the left) and $H_2$ (motion toward the right) have means $-\mu$ and $\mu$, and equal variance, $\sigma^2$. The distribution under the true hypothesis is termed the target distribution. Figure 4A illustrates SDT.

SPRT solves the problem of deciding between $H_1$ and $H_2$, based on an ongoing stream of independent series of sensory signals from the stimulus (the target distribution), $y_1, \ldots, y_j, \ldots$, perceived at discrete steps. The total length (sample size) of sensory signals is also under the observer’s control. SPRT says that the observer should keep tracking the relative likelihoods of the two hypotheses being true, and choose the more likely one as soon as the likelihood ratio crosses some decision threshold $Z_1$ (in which case, stop and decide $H_1$) or $Z_2$ (stop and decide $H_2$). Suppose the prior probability of $H_1$ being true is $p$; the probability of the sensory signals up to time $t$, $y_t := \{y_1, \ldots, y_t\}$, conditioned on hypothesis $H_1$ being true, is $f_1(y_t)$, and the probability of the same sequence of sensory signals being generated by hypothesis $H_2$ is $f_2(y_t)$, then SPRT says to stop as soon as $S_n := \frac{p f_1(y_t)}{(1-p)f_2(y_t)} \geq Z_1$ or if $S_n \leq Z_2$, and continue otherwise (i.e. if $Z_2 < S_n < Z_1$). Suppose $\epsilon$ is the type I error to be controlled for deciding on either hypothesis, then $Z_1 = \frac{1-\epsilon}{\epsilon}$, and $Z_2 = \frac{1}{\epsilon}$.

It has long been noted that SPRT is formally equivalent to a bounded random-walk model (Laming, 1968; Bogacz et al., 2006). When the observations have statistically independent noise, we have $f_j(y_1, \ldots, y_t) = \prod_{i=1}^t f_j(y_i)$ for $j = 1, 2$, and thus

$$I_n := \log S_n = \log \frac{p}{1-p} + \sum_{i=1}^t \log \frac{f_1(y_i)}{f_2(y_i)}$$

Notice that $f_1$ and $f_2$ are density functions of Gaussian distributions $N(-\mu, \sigma^2)$ and $N(\mu, \sigma^2)$. The increment of information gained from a sensory signal $y_i$, and its mean and variance are

$$\delta I_i = \log \frac{f_1(y_i)}{f_2(y_i)} = -\frac{2\mu^2}{\sigma^2} y_i$$

$$m := \mathbb{E} (\delta I_i) = \pm \frac{2\mu^2}{\sigma^2}$$

$$s^2 := \text{Var} (\delta I_i) = \frac{4\mu^2}{\sigma^2}$$

(6)

Since $S_n$ is strictly monotonically related to $S_n$, the decision policy is equivalent to stopping as soon as $I_n \geq Z$ (and choose $H_1$) or $I_n \leq -Z$ (and choose $H_2$), for $Z := (1-\epsilon) - \log \epsilon$. In other words, the sensory signal accumulation in SPRT is equivalent to a bounded random walk with noisy increments that have a mean drift rate of $m$ per time step (positive if $H_1$ is true, negative if $H_2$ is true).
We can then rewrite the total sensory evidence accrued with \( n \) steps as

\[
I_n = I_0 + \sum_{i=1}^{n} \delta I_i
\]

where \( I_0 := \log p - \log(1 - p) \) is the starting bias toward \( H_1 \). Assuming sensory signals are obtained at small time intervals, we consider the continuous-time limiting process, \( I(t) \), which satisfies the stochastic differential equation

\[
dI = m dt + s dW, \quad I(0) = I_0
\]

where \( m \) and \( s^2 \) are defined by Equation 6. Equation 8 is a drift diffusion process. The thresholds for \( I_n \), with respect to the thresholds in the original SPRT form, are just ±\( Z \). Figure 4B illustrates DDM.

**Cross-Trial Processing**

Both DBM and FBM infer the identity of the stimulus (repetition vs alternation) for each trial, based on the previous observed sequence (Equation 2 and Equation 5). At trial \( t \), the prior probability of seeing a repetition \( p(x_t = 1 | x_{t-1}) \) can be readily translated to the bias in SPRT: \( I_0 = \pm (\log p(x_t = 1 | x_{t-1}) - \log(1 - p(x_t = 1 | x_{t-1}))) \) which takes positive (negative) sign if \( H_1 \) (\( H_2 \)) was true on the previous trial.

**Graphical Model Implementation**

Figure 4C shows a graphical representation of our join inference of DBM, SDT, and DDM. Unshaded nodes represent model parameters to be inferred from data. Because only the ratio of \( \mu \) and \( \sigma \) (relative discriminability of the two hypotheses) matters in determining the drift of DDM, we can fix \( \sigma \) at 1. We model the generic prior of the probability of repetition in DBM using Beta\((a, b)\), and denote its mean by \( \epsilon := a/(a + b) \). To reduce computational complexity, we fix \( a + b \) at 2, assuming subjects have (equally) low certainty of the environment before observing any stimulus. We also use the simplest treatment for non-decision time by subtracting the smallest RT for each subject. In fitting the joint model, we first generated the sequential predictions by DBM, given the true sequence of stimuli observed by each subject, using a grid (.02 increment) of \( \alpha \) and \( \epsilon \) values ranging between 0 and 1. We then used MCMC sampling for the graphical model inference using a flat Gaussian prior, \( N(0, 0.01^{-2}) \), for \( \mu \), and “discretized uniform” priors for \( \alpha \) and \( \epsilon \). We fit the model to each individual subject, and conducted a formal model comparison between DBM and FBM by examining the Bayes factors (e.g. Kass & Raftery, 1995).

**Results**

The top row of Figure 5 shows distributions (over all subjects) of the maximum a posterior (MAP) estimates of the DBM parameter, \( \alpha \), the prior belief of the mean probability of repetition, \( \epsilon \), and the psychological discriminability of the target direction, \( \mu \). The distribution of \( \alpha \) shows a bimodal trend, with one potential cluster closely around 1, and another cluster centered slightly below .7. The mean of the distribution of \( \epsilon \) is slightly smaller than .5, implying a slight bias toward alternation in general. However, we can clearly see that some subjects hold a greater bias toward either repetition or alternation, as indicated by the more extreme estimates of \( \epsilon \). There is only one subject who had poor choice accuracy (.74), captured by a low \( \mu \) value in SDT representation. The bottom row of Figure 5 shows the three pairwise scatter-plots for the MAP estimates of all parameters. We did not find any significant correlations between any pair of parameters. However, there seems to be a negative trend of \( \epsilon \) and \( \alpha \) for subjects whose \( \alpha \) values are not too close to 1.

We examine DBM and FBM in their abilities of capturing empirical data, using the Bayes factor as a model comparison measure. We calculate the Bayes factor of DBM against FBM, with each brick showing one subject; Right: model predicted RT’s compared to data.
for DBM against FBM is positive for 35 (out of 42) subjects, with a Bayes factor greater than 3 (according to the interpretation scale proposed by Kass and Raftery (1995)). We also compared the RT conditioned on 5 previous trials predicted by DBM and FBM at their best parameterization. The right panel of Figure 6 shows that FBM predicts a much smaller sequential effect as compared to real-world behavior, whereas DBM can capture a stronger sequential effect as seen in the data.

Discussion

Previous computational approach to sequential effects focused on Bayes-optimal learning mechanisms, while giving a simplified treatment to the decision process, such as assuming approximate linear effect of prior on choice RT (Yu & Cohen, 2009; Jones et al., 2013). In this study, we assume an explicit model for within-trial processing, and develop a method for the joint inference of cross-trial learning and within-trial decision making, by augmenting the computational learning model with a principled, sequential hypothesis testing paradigm that is proven to be optimal in both the frequentist and the Bayesian sense (Wald & Wolfowitz, 1948).

Our joint inference and model comparison results support DBM as a better account of human sequential learning than FBM. On the other hand, our results also provide strong evidence for individual differences in their belief of the rate of changing of the environment. The distribution of the inferred $\alpha$ values across all subjects shows a bimodal pattern, which cannot be associated with other variables in the current study. One apparent cluster of subjects have $\alpha$ close to 1, reflecting internal assumptions of a relatively stable, fixed world; relatedly, model comparison results for these subjects do not significantly favor DBM over FBM. This is expected, as FBM can be thought of as a special case of DBM, with $\alpha = 1$. Future work is needed to examine the robustness of the multi-cluster effect, and its potential connections to other fundamental cognitive/perceptual processes.

Another future direction is to consider a joint inference of computational and neural models, by extending a newly developed, statistical approach of combining neural and behavioral measures to study cognition (Turner, in press). By jointly fit the computational and neural models, it would become feasible to make simultaneous inference about the correlation between parameters at these different levels.
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