A Proposed Function for Hippocampal Theta Rhythm: Separate Phases of Encoding and Retrieval Enhance Reversal of Prior Learning
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The theta rhythm appears in the rat hippocampal electroencephalogram during exploration and shows phase locking to stimulus acquisition. Lesions that block theta rhythm impair performance in tasks requiring reversal of prior learning, including reversal in a T-maze, where associations between one arm location and food reward need to be extinguished in favor of associations between the opposite arm location and food reward. Here, a hippocampal model shows how theta rhythm could be important for reversal in this task by providing separate functional phases during each 100–300 msec cycle, consistent with physiological data. In the model, effective encoding of new associations occurs in the phase when synaptic input from entorhinal cortex is strong and long-term potentiation (LTP) of excitatory connections arising from hippocampal region CA3 is strong, but synaptic currents arising from region CA3 input are weak (to prevent interference from prior learned associations). Retrieval of old associations occurs in the phase when entorhinal input is weak and synaptic input from region CA3 is strong, but when depotentiation occurs at synapses from CA3 (to allow extinction of prior learned associations that do not match current input). These phasic changes require that LTP at synapses arising from region CA3 should be strongest at the phase when synaptic transmission at these synapses is weakest. Consistent with these requirements, our recent data show that synaptic transmission in stratum radiatum is weakest at the positive peak of local theta, which is when previous data show that induction of LTP is strongest in this layer.
1 Introduction

The hippocampal theta rhythm is a large-amplitude, 3–10 Hz oscillation that appears prominently in the rat hippocampal electroencephalogram during locomotion or attention to environmental stimuli and decreases during immobility or consummatory behaviors such as eating or grooming (Green & Arduini, 1954; Buzsaki, Leung, & Vanderwolf, 1983). In this article, we link the extensive data on physiological changes during theta to the specific requirements of behavioral reversal tasks. Theta rhythm is associated with phasic changes in the magnitude of synaptic currents in different layers of the hippocampus, as shown by current source density analysis of hippocampal region CA1 (Buzsaki, Czopf, Kondakor, & Kellenyi, 1986; Brankack, Stewart, & Fox, 1993; Bragin et al., 1995). As summarized in Figure 1, at the trough of the theta rhythm recorded at the hippocampal fissure, afferent synaptic input from the entorhinal cortex is strong and synaptic input from region CA3 is weak (Brankack et al., 1993), but long-term potentiation at synapses from region CA3 is strong (Holscher, Anwyl, & Rowan, 1997; Wyble, Hyman, Goyal, & Hasselmo, 2001). In contrast, at the peak of the fissure theta rhythm, afferent input from entorhinal cortex is weak, the amount of synaptic input from region CA3 is strong (Brankack et al., 1993), but stimulation of synaptic input from region CA3 induces depotentiation (Holscher et al., 1997).

1.1 Role of Theta Rhythm in Behavior. This article relates these phasic changes in synaptic properties to data showing behavioral effects associated with blockade of theta rhythm. Physiological data suggest that rhythmic input from the medial septum paces theta-frequency oscillations recorded from the hippocampus and entorhinal cortex (Stewart & Fox, 1990; Toth, Freund, & Miles, 1997). This regulatory input from the septum enters the hippocampus via the fornix, and destruction of this fiber pathway attenuates the theta rhythm (Buzsaki et al., 1983). Numerous studies show that fornix lesions cause strong impairments in reversal of previously learned behavior (Numan, 1978; M’Harzi et al., 1987; Whishaw & Tomie, 1997), including reversal of spatial response in a T-maze. The T-maze task is shown schematically in Figure 2. During each trial in a T-maze reversal, a rat starts in the stem of the maze and finds food reward when it runs down the stem and into one arm of the maze. After extensive training of this initial association, the food reward is moved to the opposite arm of the maze, and the rat must extinguish the association between left arm and food, and learn the new association between right arm and food. Rats with fornix lesions make more errors after the reversal, continuing to visit the old location, which is no longer rewarded.

In the analysis and simulations presented here, we test the hypothesis that phasic changes in the amount of synaptic input and synaptic modifica-
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Figure 1: Schematic representation of the change in dynamics during hippocampal theta rhythm oscillations. (Left) Appropriate dynamics for encoding. At the trough of the theta rhythm in the EEG recorded at the hippocampal fissure, synaptic transmission arising from entorhinal cortex is strong. Synaptic transmission arising from region CA3 is weak, but these same synapses show a strong capacity for long-term potentiation. This allows the afferent input from entorhinal cortex to set patterns to be encoded, while preventing interference from previously encoded patterns on the excitatory synapses arising from region CA3. (Right) Appropriate dynamics for retrieval. At the peak of the theta rhythm, synaptic transmission arising from entorhinal cortex is relatively weak (though strong enough to provide retrieval cues). In contrast, the synaptic transmission arising from region CA3 is strong, allowing effective retrieval of previously encoded sequences. At this phase, synapses undergo depotentiation rather than LTP, preventing further encoding of retrieval activity and allowing forgetting of incorrect retrieval.

Figure 1: Schematic representation of the change in dynamics during hippocampal theta rhythm oscillations. (Left) Appropriate dynamics for encoding. At the trough of the theta rhythm in the EEG recorded at the hippocampal fissure, synaptic transmission arising from entorhinal cortex is strong. Synaptic transmission arising from region CA3 is weak, but these same synapses show a strong capacity for long-term potentiation. This allows the afferent input from entorhinal cortex to set patterns to be encoded, while preventing interference from previously encoded patterns on the excitatory synapses arising from region CA3. (Right) Appropriate dynamics for retrieval. At the peak of the theta rhythm, synaptic transmission arising from entorhinal cortex is relatively weak (though strong enough to provide retrieval cues). In contrast, the synaptic transmission arising from region CA3 is strong, allowing effective retrieval of previously encoded sequences. At this phase, synapses undergo depotentiation rather than LTP, preventing further encoding of retrieval activity and allowing forgetting of incorrect retrieval.
Figure 2: (A) Schematic T-maze illustrating behavioral response during different stages in the task. Location of food reward is marked with the letter F. (A1) Initial learning of left turn response. (A2) Error after reversal. No food reward is found in the left arm of the maze. (A3) Correct after reversal. After a correct response, food reward is found in the right arm of the maze. (A4) Retrieval choice. Analysis focuses on performance at the choice point in a retrieval trial (r), when network activity reflects memory for food location. (B) Functional components of the network during different trials in a behavioral task. (B1) Initial encoding trials (n). When in the left arm, the rat encodes associations between the left arm CA3 place cell activity (L) and left arm food reward activity (F). Thick lines represent strengthened synapses. (B2) Performance of an error after reversal (e). When in the left arm (L), no food reward is found. This results in weakening of the previous association (thinner line) between left arm place and left arm food reward. (No food reward activity appears because the rat does not find reward in error trials). (B3) Encoding of correct reversal trial (c). When in the right arm, food reward is found. This results in encoding of an association between right arm CA3 place cell activity (R) and right arm food reward (F) activated by entorhinal input. (B4) Retrieval of correct reversal trial (r). This test focuses on activity observed when the rat is at the choice point (Ch), allowing retrieval of both arm place representations (L and R), and potential retrieval of their food reward associations.
1.2 Overview of the Model. In the model, we focus on the strengthening and weakening of associations between location and food reward. These associations are encoded by modifying synaptic connections between neurons in region CA3 and region CA1 representing location (place cells) and food reward. The place representations are consistent with evidence of hippocampal neurons showing place-selective responses in a variety of spatial environments (McNaughton, Barnes, & O'Keefe, 1983; Skaggs, McNaughton, Wilson, & Barnes, 1996). The food reward representations are consistent with studies showing unit activity selective for the receipt of reward during behavioral tasks (Wiener, Paul, & Eichenbaum, 1989; Otto & Eichenbaum, 1992; Hampson, Simeral, & Deadwyler, 1999; Young, Otto, Fox, & Eichenbaum, 1997). Units have been shown to be selective for the receipt of reward at a particular location (Wiener et al., 1989), and reward-dependent responses have been shown in both region CA1 (Otto & Eichenbaum, 1992) and entorhinal cortex (Young et al., 1997). This model assumes place cell representations already exist and does not focus on their formation or properties, which have been modeled previously (Kali & Dayan, 2000). Instead, the mathematical analysis focuses on encoding and retrieval of associations between place cell activity in each maze arm and the representation of food reward.

The structure and phases in the model are summarized in Figure 1. The analysis presented here suggests that oscillatory changes in magnitude of synaptic transmission, long-term potentiation, and postsynaptic depolarization during theta rhythm cause transitions between two functional phases within each theta cycle. In the encoding phase, entorhinal input is dominant, activating cells in regions CA3 and CA1. At this time, excitatory connections arising from region CA3 have decreased transmission, but these same synapses show enhanced long-term potentiation to form associations between sensory events. In the retrieval phase, entorhinal input is relatively weak, but still brings retrieval cues into the network. At this time, excitatory synapses arising from region CA3 show strong transmission, allowing retrieval of the previously learned associations. During this retrieval phase, long-term potentiation must be absent in order to prevent encoding of the retrieval activity. Depotentiation or long-term depression (LTD) during this phase allows extinction of prior learned associations. We propose that these two phases appear in a continuous interleaved manner within each 100–300 msec cycle of the theta rhythm.

Section 2 presents mathematical analysis showing how theta oscillations could play an important role in reversal of learned associations. First, we describe the assumptions for modeling synaptic transmission, synaptic modification, and phasic changes in these variables during theta rhythm. Then we describe the assumptions for modeling patterns of activity representing sensory features of the behavioral task in the T-maze. Subsequently, we present a criterion for evaluating the function of the model, in the form of a performance measure based on reversal of learned associations in the
T-maze. Finally, we show how specific phase relationships between network variables provide the best performance of the model. These phase relationships correspond to those observed with physiological recording during hippocampal theta rhythm.

2 Mathematical Analysis of Theta Rhythm

We modeled hippocampal activity when a rat is in one of the two arms of a T-maze during individual trials performed during different stages of a reversal task. A trial refers to the period from the time the rat reaches the end of an arm to its removal from the arm. This period can cover several cycles of theta. A stage of the task refers to multiple trials in which the spatial response of the rat and the food reward location are the same.

We represent the pattern of activation of pyramidal cells in region CA1 with the vector $a_{CA1}(t)$. (See the appendix for a glossary of mathematical terms.) As shown in Figures 1 and 2, the pattern of activity in CA1 is influenced by two main inputs. First is the synaptic input from region CA3, which is a product of the strength of modifiable Schaffer collateral synapses $W_{CA3}(t)$ and the activity of CA3 pyramidal cells $a_{CA3}(t)$. The activity pattern in CA3 remains constant across trials within a single behavioral stage of the task but changes in different stages depending on the spatial response of the rat. The weight matrix remains constant within each trial but can change at the end of the trial. Second is the synaptic input from entorhinal cortex, which is a product of the strength of perforant path synapses $W_{EC}(t)$ and the activity of projection neurons in layer III of entorhinal cortex $a_{EC}(t)$. The activity pattern in entorhinal cortex also remains constant within each stage of the task but changes in different stages depending on the location of food reward. The weight matrix $W_{EC}$ does not change in this model.

Individual elements of the vectors $a_{CA3}(t)$ and $a_{EC}(t)$ assume only two values, zero or $q$, to represent presence or absence of spiking activity in each neuron. However, these influences make the activity of neurons in region CA1 $a_{CA1}(t)$ take a range of values. The following equation represents the effects of synaptic transmission on region CA1 activity:

$$a_{CA1}(t) = W_{EC}a_{EC}(t) + W_{CA3}(t)a_{CA3}(t).$$

(2.1)

The structure of the model is summarized in Figures 2 and 3.

2.1 Phasic Changes in Synaptic Input During Theta. This article focuses on oscillatory modulation of equation 2.1 to represent phasic changes during theta rhythm. Experiments have shown phasic changes in the amount of synaptic input in stratum radiatum of region CA1 (Rudell & Fox, 1984; Buzsaki et al., 1986; Brankack et al., 1993; Bragin et al., 1995; Wyble, Linster, & Hasselmo, 2000). These changes in amount of synaptic input could
depend on the magnitude of transmitter release or on other factors, such as the firing rate of afferent neurons. Both factors have the same functional influence in the current model and are represented as follows. The synaptic weights, $w_{CA3}(t)$, are multiplied by a sine wave function, $\theta_{CA3}(t)$, which has phase $\phi_{CA3}$ and is scaled to vary between 1 and $(1-X)$, as shown in equation 2.2:

$$\theta_{CA3}(t) = X/2 \sin(t + \phi_{CA3}) + (1 - X/2). \quad (2.2)$$

The parameter $X$ represents the magnitude of change in synaptic currents in different layers and was constrained to values between 0 and 1 $(0 < X < 1)$.

The simulation also includes phasic changes in magnitude of entorhinal input $\theta_{EC}(t)$, as shown in equation 2.3:

$$\theta_{EC}(t) = X/2 \sin(t + \phi_{EC}) + (1 - X/2). \quad (2.3)$$

These changes in entorhinal input are consistent with current source density (CSD) data on stratum lacunosum-moleculare (s. l-m) in region CA1 (Brankack et al., 1993; Bragin et al., 1995) and phasic activity of entorhinal neurons (Stewart, Quirk, Barry, & Fox, 1992). The analysis presented here shows how the best performance of the model is obtained with relative phases of these variables that are shown in Figures 1 and 3.

With inclusions of these phasic changes, equation 2.1 becomes

$$a_{CA1}(t) = \theta_{EC}(t)w_{EC}a_{EC}(t) + \theta_{CA3}(t)w_{CA3}(t)a_{CA3}(t). \quad (2.4)$$

2.2 Phasic Changes in LTP During Theta. Long-term potentiation in the hippocampus has repeatedly been shown to depend on the phase of stimulation relative to theta rhythm in the dentate gyrus (Pavlides, Greenstein, Grudman, & Winson, 1988; Orr, Rao, Stevenson, Barnes, & McNaughton, 1999) and region CA1 (Huerta & Lisman, 1993; Holscher et al., 1997; Wyble et al., 2001). In region CA1, experiments have shown that LTP can be induced by stimulation on the peak, but not the trough, of the theta rhythm recorded in stratum radiatum in slice preparations (Huerta & Lisman, 1993) urethane-anesthetized rats (Holscher et al., 1997), and awake rats (Wyble et al., 2001). Note that theta recorded locally in radiatum will be about 180 degrees out of phase with theta recorded at the fissure. Based on these data, the rate of synaptic modification of the Schaffer collateral synapses ($w_{CA3}(t)$) in the model was modulated in an oscillatory manner given by

$$\theta_{LTP}(t) = \sin(t + \phi_{LTP}). \quad (2.5)$$

This long-term modification requires postsynaptic depolarization in region CA1 $a_{CA1}(t)$, and presynaptic spiking activity from region CA3 $a_{CA3}(t)$. For simplicity, we assume that the synaptic weights during each new trial
Figure 3: Summary of experimental data on changes in synaptic potentials and long-term potentiation at different phases of the theta rhythm. Dotted lines indicate the phase of theta with best dynamics for encoding (E) and the phase with best dynamics for retrieval (R). Entorhinal input: Synaptic input from entorhinal cortex in stratum lacunosum-moleculare is strongest at the peak of theta recorded in stratum radiatum, equivalent to the trough of theta recorded at the hippocampal fissure (Buzsaki et al., 1986; Branckaert et al., 1993; Bragin et al., 1995). Soma: Intracellular recording in vivo shows the depolarization of the soma in phase with CA3 input (Kamondi et al., 1998). However, dendritic depolarization is in phase with entorhinal input (Kamondi et al., 1998). LTP: Long-term potentiation of synaptic potentials in stratum radiatum is strongest at the peak of local stratum radiatum theta rhythm in slice preparations (Huerta & Lisman, 1993) and urethane anesthetized rats (Holscher et al., 1997). Strong entorhinal input and strong LTP in stratum radiatum is associated with the encoding phase (E). CA3 input: Synaptic potentials in stratum radiatum are strongest at the trough of the local stratum radiatum theta rhythm as demonstrated with current source density analysis (Buzsaki et al., 1986; Branckaert et al., 1993; Bragin et al., 1995) and studies of evoked potentials (Rudell & Fox, 1984; Wyble et al., 2000). Strong synaptic transmission in stratum radiatum is present during the retrieval phase (R).
remain constant at their initial values and change only at the end of the trial. This is consistent with delayed expression of LTP after its initial induction. We also assume that synapses do not grow beyond a maximum strength. We can compute the change in synaptic weight at the end of a single behavioral trial $m + 1$, which depends on the integral of activity in the network during that trial (from the time at the start of that trial, $t_m$, to the time at the end of that trial, $t_{m+1}$). For mathematical simplicity, we integrate across full cycles of theta:

$$
\Delta W_{CA3}(t_{m+1}) = \int_{t_m}^{t_{m+1}} \theta_{LTP}(t)a_{CA1}(t)a_{CA3}(t)^T \, dt.
$$

(2.6)

The dependence on pre- and postsynaptic activity could be described as Hebbian (Gustafsson, Wigstrom, Abraham, & Huang, 1987). However, the additional oscillatory components of the equation go beyond strict Hebbian properties and can cause the synaptic weight to weaken if pre- and postsynaptic activity occurs during a negative phase of the oscillation.

This article focuses on how the quality of retrieval performance in region CA1 depends on the phase relationship of the oscillations in synaptic transmission (in equation 2.4) with the oscillations in synaptic modification (in equation 2.6). Combining these equations gives us

$$
\Delta W_{CA3}(t_{m+1}) = \int_{t_m}^{t_{m+1}} \theta_{LTP}(t)[\theta_{EC}(t)W_{EC}a_{EC}(t)
+ \theta_{CA3}(t)W_{CA3}(t_m)a_{CA3}(t)]a_{CA3}(t)^T \, dt.
$$

(2.7)

Note that we allow theta phasic modulation of $W_{EC}$, but we are not modeling Hebbian synaptic modification of $W_{EC}$. Therefore, after this point, we will not include that matrix of connectivity but will represent patterns of input from entorhinal cortex with single static vectors, as if the synapses were an identity matrix.

### 2.3 Modeling Learning of Associations in a Reversal Task.

The mathematical analysis focuses on the performance of the network in the T-maze reversal task, in which learning of an association between one location and food must be extinguished and replaced by a new association. Our analysis focuses on synaptic changes occurring during initial learning of an association (e.g., between left arm and food), subsequent extinction of this association when it is invalid, and encoding of a new association (e.g., between right arm and food). Thus, we focus on the mnemonic aspects of this task. Changes in the synaptic matrix $W_{CA3}(t)$ include the learning during three sequential stages of the task, whereas for the analysis of performance,
a fourth stage is also needed. These stages are described as follows:

1. **Initial learning.** During this period, the rat runs to the left arm of the T-maze and finds food reward in that arm (see Figure 2, A1 and B1). Synaptic modification encodes associations between left arm place (represented by CA3 activity) and left arm food reward (represented by entorhinal activity) on the \( n \) trials with time ranging from \( t = 0 \) to \( t = t_n \). During this behavioral stage, activity in CA3 and EC is constant during all \( n \) trials. We use the superindex \((n)\) to indicate the activity during this stage in region CA3 \( a_{CA3}^{(n)} \) and in entorhinal cortex \( a_{EC}^{(n)} \).

2. **Reversal learning with erroneous responses.** After stage 1, the food reward is changed to the right arm. In the initial stage after this reversal, the rat runs to the left arm place but does not find the food reward (see Figure 2, A2 and B2). This causes extinction or weakening of the associations between left arm place and left arm food reward. We denote with the superindex \((e)\) the activity during this stage. The left arm place representation in CA3 is the same as during initial learning, and for simplicity we assume the CA3 activity vector for initial trials has unity dot product with the activity vector for erroneous reversal trials \( a_{CA3}^{(n)} T a_{CA3}^{(e)} = 1 \). Because the rat does not encounter food reward on erroneous trials, the EC activity vector representing food reward is zero \( a_{EC}^{(e)} = 0 \). This period contains \( e \) trials and ends at \( t_{n+e} \). This stage could vary in number of trials in individual rats.

3. **Reversal learning with correct responses.** During this period, the rat runs to the right arm and finds food (see Figure 2, A3 and B3). In this stage, the superindex will be \((c)\). Synaptic modification encodes associations between right arm place \( a_{CA3}^{(c)} \) and right arm food reward \( a_{EC}^{(c)} \). This period contains \( c \) trials and ends at \( t_{n+e+c} \). Note that we make the natural assumption that the CA3 activity representing left arm place cell responses during initial and erroneous trials has a zero dot product with the right arm place cell responses during correct reversal trials \( a_{CA3}^{(n)} T a_{CA3}^{(c)} = a_{CA3}^{(n)} a_{CA3}^{(c)} = 0 \). We also assume that the entorhinal input for food in the right arm has zero dot product with the input for food in the left arm \( a_{EC}^{(c)} T a_{EC}^{(n)} = 0 \) and that the dot product of food reward input from entorhinal cortex for the same food location is unity \( \left( a_{EC}^{(c)} \right) T a_{EC}^{(c)} = \left( a_{EC}^{(n)} \right) T a_{EC}^{(n)} = 1 \).

4. **Retrieval at choice point on subsequent trials.** The analysis of performance in the network focuses on retrieval activity at the choice point of the T-maze (see Figure 2, A4 and B4). This stage is described further in section 2.4.
The association between left arm place and food reward, learned on the initial $n$ trials (see Figure 2, A$_1$ and B$_1$), is represented by the matrix $W_{CA3}(t_n)$. Each entry of this matrix does not grow beyond a maximum, which is a factor of $K$ times the pre- and postsynaptic activity. This matrix represents the association between left arm place cells activated during these trials in region CA3 $(a^{(n)}_{CA3})$ and food reward representation cells in region CA1 activated by entorhinal input $(a^{(n)}_{EC})$. At the end of the n trials, this matrix becomes:

$$W_{CA3}(t_n) = Ka^{(n)}_{EC}a^{(n)}_{CA3}^T. \quad (2.8)$$

After reversal, the extinction of the association between left arm and reward occurs on erroneous trials (see Figure 2, A$_2$ and B$_2$). The learning during each trial is represented by summing up integrals of equation 2.7 over each trial from $n + 1$ to $n + \epsilon$. As noted above, the lack of reward is represented by an absence of entorhinal input $a^{(e)}_{EC} = 0$. However, retrieval of prior learning can occur during these erroneous trials due to left arm food representations activated by the spread of activity from left arm place cells in region CA3 over the matrix (see equation 2.8) from the first $n$ trials (recall that $a^{(n)}_{CA3} = a^{(e)}_{CA3} = 1$). This appears in the following equation:

$$W_{CA3}(t_{n+\epsilon}) = W_{CA3}(t_n) + \sum_{k=n+1}^{n+\epsilon} \int_{t_k}^{t_{k+1}} \theta_{LTP}(t) [\theta_{CA3}(t)W_{CA3}(t_k)a^{(e)}_{CA3}] a^{(e)}_{CA3}^T dt. \quad (2.9)$$

In contrast with incorrect trials, correct trials after reversal are indexed with the numbers between $n + \epsilon + 1$ and $n + \epsilon + c$ (see Figure 2, A$_3$ and B$_3$), where $c$ represents correct postreversal trials. The desired learning during each trial $c$ consists of the association between place cells active in region CA3 when the rat is at the end of the right arm $a^{(c)}_{CA3}^T$ and the food representation is activated by entorhinal input $a^{(c)}_{EC}$. As noted above, $a^{(n)}_{CA3} a^{(c)}_{CA3} = 0$, so the spread across connections modified in initial learning is $W_{CA3}(t_n)a^{(c)}_{CA3} = ka^{(n)}_{EC}a^{(n)}_{CA3} a^{(c)}_{CA3} = 0$. We assume these trials occur sequentially after the error trials described above. However, with the assumption of nonoverlapping place representations in CA3, even if the erroneous and correct trials were intermixed, the same results would apply. The learning on these correct trials is

$$W_{CA3}(t_{n+\epsilon+c}) = W_{CA3}(t_{n+\epsilon}) +$$
2.4 Performance Measure. The behavior of the network was analyzed with a performance measure $M$, which measures how much the network retrieves the new association between right arm and food reward relative to retrieval of the old association between left arm and food reward. We focus on a retrieval trial $r$, with place cell activity in region CA3, given by $a_{CA3}^{(r)}$, but before the rat has encountered the food reward, so that no food input enters the network $a_{EC}^{(r)} = 0$. For the performance measure, we focus on retrieval of memory when the rat is at the choice point (the T-junction). At the choice point, activity spreads along associations between place cells within CA3, such that the place cells in the left and right arms are activated. These place cells can then activate any associated food representation in region CA1 (see Figure 2, A4 and B4). Thus, we use an activity pattern in region CA3 $a_{CA3}^{(r)}$, which overlaps with the region CA3 place activity for both the left arm $a_{CA3}^{(n)} T a_{CA3}^{(r)} = 1$ and the right arm $a_{CA3}^{(c)} T a_{CA3}^{(r)} = 1$. This assumes that activity dependent on future expectation can be induced when the rat is still in the stem or at the T-junction. This is consistent with evidence for selectivity of place cells dependent on future turning response (Wood, Dudchenko, Robitsek, & Eichenbaum, 2000; Frank, Brown, & Wilson, 2000).

Note that when the rat is at the choice point on trial $r$ (see Figure 2, A4 and B4), the CA1 activity will be represented by an equation that uses the weight matrix shown in equation 2.10:

$$a_{CA1}(t) = \theta_{EC}(t)a_{EC}^{(c)} + \theta_{CA3}(t)(W_{CA3}(t_{n+e+c}))a_{CA3}^{(r)}.$$  (2.11)

The performance measure then takes the retrieval activity $a_{CA1}(t)$ and evaluates its similarity (dot product) with the food representation on the correct reversal trial $a_{EC}^{(c)}$ minus its similarity (dot product) with the now-incorrect memory of food from initial trials $a_{EC}^{(n)}$. Due to the oscillations of CA3 input to CA1 during this period, we use the maximum, $\max[]$, of this measure as an indicator of performance, but similar results would be obtained with integration over time during retrieval.

In the model, the pattern of food reward activity in region CA1, evaluated during the choice point period on this trial $r$, is taken as guiding the choice on this trial (the choice will depend on the relative strength of the activity representing left arm food reward versus the strength of activity representing right arm food reward). Thus, this equation measures the tendency that the response guided by region CA1 activity on this trial will depend on memory of associations from correct postreversal trials $a_{EC}^{(c)}$ (left side of the
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Equation) versus memory for prior strongly learned associations on trials
\( a^{(n)}_{EC} \) (right side of the equation):

\[
M = \max_{(t \in [t_r, t_r + e])} \left[ (a^{(c)}_{EC})^T a_{CA1}(t) - (a^{(n)}_{EC})^T a_{CA1}(t) \right]. \tag{2.12}
\]

To see how this measure of behavior changes depending on the phase of oscillatory variables, we can replace the matrices in equation 2.11 with the components from equations 2.8 through 2.10 and obtain the postsynaptic activity for inclusion in equation 2.12. For the purpose of simplification, we will consider retrieval after a single error trial and a single correct trial. This allows removal of the summation signs and use of the end point of a single error trial \( (t_{n+c} = t_{n+1}) \) and the end point of a single correct trial \( (t_{n+e+c} = t_{n+2}) \). We move the constant values outside the integrals. In simplifying this equation, we use the assumptions about activity in different stages itemized at the start of sections 2.3 and 2.4.

These assumptions allow the performance measure to be reduced to an interaction of the oscillatory terms:

\[
M = \max_{(t \in [t_r, t_r + e])} \left[ \theta_{CA3}(t) \left\{ \int_{t_{n+c}}^{t_{n+e+c}} \theta_{LTP}(t) \theta_{EC}(t) \, dt - K \right. \right.
\]

\[
- \left. \int_{t_n}^{t_{n+c}} \theta_{LTP}(t) \theta_{CA3}(t) \, dt \right\} \right]. \tag{2.13}
\]

Similarly, we can consider the analytical conditions that would allow the previously learned associations to be erased. To accomplish this during the error stage, we desire that the previously strengthened connections should go toward zero, so we need

\[
\int_{t_k}^{t_{k+1}} \theta_{LTP}(t) \left[ \theta_{CA3}(t) W_{CA3}(t_k) a^{(e)}_{CA3} \right] a^{(e)}_{CA3}^T \, dt < 0.
\]

If we ignore the constant vectors and focus on a single theta cycle, we obtain

\[
\int_0^{2\pi} \sin(t + \phi_{LTP})(X/2) \sin(t + \phi_{CA3}) \, dt + \int_0^{2\pi} \sin(t + \phi_{LTP})(1 - X/2) \, dt.
\]

This gives

\[
(X/4) \int_0^{2\pi} \cos(\phi_{LTP} - \phi_{CA3}) - \cos(2t + \phi_{CA3} + \phi_{LTP}) \, dt
\]

\[
= (X/2)\pi \cos(\phi_{LTP} - \phi_{CA3}).
\]
This equation will be negative for
\[
\frac{\pi}{2} < \phi_{LTP} - \phi_{CA3} < \frac{3\pi}{2}.
\]

Thus, for the old synapses to decay, the oscillations of CA3 input and LTP should be out of phase. A similar analysis shows that the synapses strengthened by the correct association in equation 2.10 will grow for
\[
-\frac{\pi}{2} < \phi_{LTP} - \phi_{EC} < \frac{\pi}{2},
\]
that is, if the entorhinal input is primarily in phase with synaptic modification. These same techniques can be used to solve equation 2.13, which over a single theta cycle becomes:
\[
M = (X/2)\pi \cos(\phi_{LTP} - \phi_{EC}) - K - (X/2)\pi \cos(\phi_{LTP} - \phi_{CA3}).
\] (2.14)

Figure 4 shows this equation for \(X = K = 1\). Note that with changes in the value of \(X\) (the magnitude of synaptic transmission in equations 2.2 and 2.3), the performance measure changes amplitude but has the same overall shape of dependence on the relative phase of network variables.

Increases in the variable \(M\) correspond to more retrieval of correct associations between correct right arm location and food after the reversal and a decreased retrieval of incorrect associations between left arm location and food. As illustrated in Figure 4, this function is maximal when \(\theta_{LTP}(t)\) and \(\theta_{CA3}(t)\) have a phase difference of 180 degrees (\(\pi\)) and \(\theta_{LTP}(t)\) and \(\theta_{EC}(t)\) have a phase difference near zero. In this framework, the peak phase of \(\theta_{LTP}(t)\) could be construed as an encoding phase, and the peak phase of \(\theta_{CA3}(t)\) could be seen as a retrieval phase. These are the phase relationships shown in Figures 1 and 3. This analysis shows how a particular behavioral constraint—the ability to reverse a learned behavior—requires specific phase relationships between physiological variables during theta rhythm.

2.5 Relation Between Theoretical Phases and Experimental Data. The phase relationship between oscillating variables that provides the best performance in equation 2.14 (see Figure 4) corresponds to the phase relationships observed in physiological experiments on synaptic currents (Buzsaki et al., 1986; Brankack et al., 1993; Bragin et al., 1995) and LTP (Huerta & Lisman, 1993; Holscher et al., 1997; Wyble et al., 2001), as summarized in Figures 1 and 3. In particular, our model suggests that the period of strongest potentiation at excitatory synapses arising from region CA3 should correspond to the period of weakest synaptic input at these same synapses. These synapses terminate in stratum radiatum of region CA1. Experimental data have shown that stimulation of stratum radiatum can best induce LTP at the peak of local theta in urethane anesthetized rats (Holscher et al., 1997).
Figure 4: Performance of the network depends on the relative phase of oscillations in synaptic transmission and long-term potentiation. This graph shows how performance in T-maze reversal changes as a function of the phase difference between LTP and synaptic input from entorhinal cortex (EC phase) and of the phase difference between LTP and synaptic input from region CA3 (CA3 phase). This is a graphical representation of equation 2.14. Best performance occurs when EC input is in phase (zero degrees) with LTP but region CA3 synaptic input is 180 degrees out of phase with LTP.

To analyze whether this corresponds to the time of weakest synaptic transmission, we have reanalyzed recent data on the size of evoked synaptic potentials during theta rhythm in urethane anesthetized rats (Wyble et al., 2000), using the slope of stratum radiatum theta measured directly before the evoked potential. As shown in Figure 5, the smallest slope of evoked potentials was noted near the peak of stratum radiatum theta, which is the time of peak LTP induction (Holscher et al., 1997). Consistent with the time of weakest evoked synaptic transmission, previous studies show the smallest synaptic currents in stratum radiatum at this phase of theta (Brankack et al., 1993). The analysis presented here provides a functional rationale for this paradoxical phase difference between magnitude of synaptic input and magnitude of long-term potentiation in stratum radiatum.

Thus, the requirement for best performance in the model is consistent with physiological data showing that LTP of the CA3 input is strongest
Figure 5: Data showing the magnitude of the initial slope of evoked synaptic potentials (EPSP slope) in stratum radiatum of hippocampal region CA1 relative to the slope of the local theta field potential (local EEG slope) recorded from the same electrode just before recording of the evoked potential. These data are reanalyzed from a previous study correlating slope of potentials with hippocampal fissure theta (Wyble et al., 2000). The data demonstrate that the initial slope of evoked potentials is smallest near the peak of local theta, the same phase when induction of long-term potentiation is maximal (Holscher et al., 1997; Wyble et al., 2001).

When synaptic input at these synapses is weakest. The time of best LTP induction in stratum radiatum is also the time of least pyramidal cell spiking in region CA1 (Fox, Wolfson, & Ranck, 1986; Skaggs et al., 1996). The lack of pyramidal cell spiking could result from the fact that the pyramidal cell soma is hyperpolarized during this phase, while the proximal dendrites are simultaneously depolarized (Kamondi, Acsady, Wang, & Buzsaki, 1998). This suggests that synaptic modification at the peak of the theta rhythm in stratum radiatum requires that Hebbian synaptic modification at the Schaffer collaterals depends on postsynaptic depolarization caused by perforant pathway input from entorhinal cortex rather than associative input from Schaffer collaterals, but should not require somatic spiking activity. This is consistent with data on NMDA receptor responses to local depolarization and Hebbian long-term potentiation in the absence of spiking (Gustafsson et al., 1987).

Experimental data already show that LTP is not induced at the trough of theta rhythm recorded in stratum radiatum (Huerta & Lisman, 1993; Holscher et al., 1997). In fact, consistent with the process of extinction of prior learning during retrieval, stimulation at the trough of local theta results
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in LTD (Huerta & Lisman, 1995) or depotentiation (Holscher et al., 1997). These data suggest that some process must suppress Hebbian long-term potentiation in this phase of theta, because this is the phase of strongest Schaffer collateral input (Brankack et al., 1993) and maximal CA1 spiking activity (Fox et al., 1986; Skaggs et al., 1996). The lack of LTP may result from lack of dendritic depolarization in this phase (Kamondi et al., 1998).

As shown in Figure 6, the loss of theta rhythm after fornix lesions could underlie the impairment of reversal behavior in the T-maze caused by these lesions (M’Harzi et al., 1986). This figure summarizes how separate phases of encoding and retrieval allow effective extinction of the initially learned association and learning of the new association, whereas loss of theta results in retrieval of the initially learned association during encoding, which prevents extinction of this association.

2.6 Changes in Postsynaptic Membrane Potential During Theta. The above results extend previous proposals that separate encoding and retrieval phases depend on strength of synaptic input (Hasselmo, Wyble, & Wallenstein, 1996; Wallenstein & Hasselmo, 1997; Sohal & Hasselmo, 1998). This same model can also address the hypothesis that encoding and retrieval can be influenced by phasic changes in the membrane potential of the dendrite (Hasselmo et al., 1996; Paulsen & Moser, 1998) and soma (Paulsen & Moser, 1998). Data show that during theta rhythm, there are phasic changes in inhibition focused at the soma (Fox et al., 1986; Fox, 1989; Kamondi et al., 1998). This phenomenon can be modeled by assuming that the CA1 activity described above represents dendritic membrane potential in pyramidal cells (a\textsubscript{dCA1}), and a separate variable represents pyramidal cell soma spiking (a\textsubscript{sCA1}) (Golding & Spruston, 1998). Spiking at the soma is influenced by input from the dendrites (a\textsubscript{dCA1}), multiplied by oscillatory changes in soma membrane potential (θ\textsubscript{soma}) induced by shunting inhibition:

\[ a\textsubscript{sCA1} = \theta\textsubscript{soma} a\textsubscript{dCA1}. \] (2.15)

If these oscillatory changes in soma membrane potential are in phase with region CA3 input θ\textsuperscript{soma}, then this enhances the output of retrieval activity. If they are out of phase with entorhinal input θ\textsubscript{EC} and LTP θ\textsubscript{LTP}, this will help prevent interference due to network output during encoding, allowing dendritic depolarization to activate NMDA channels without causing spiking activity at the soma. This corresponds to the crossing of a threshold for synaptic modification without crossing a firing threshold for generating output. Use of a modification threshold enhances the influence of even relatively small values for the modulation of synaptic transmission (the parameter X in equations 2.2, 2.3 and 2.14). A modification threshold would select a segment of each cycle during which postsynaptic activity is above threshold. Outside of this segment, the modification rate would be zero. To simplify the analysis of the integrals, we will take the limiting case as
the modification threshold approaches 1. In this case, the postsynaptic component of potentiation becomes a delta function with amplitude one and phase corresponding to the time of the positive maximum of the sine wave for synaptic transmission, \( \delta(t - \phi_{CA3} + \pi/2) \). The integral for one component of equation 2.13 then becomes:

\[
\int_{0}^{2\pi} \sin \left( t + \phi_{LTP} \right) \delta \left( t - \phi_{CA3} + \pi/2 \right) dt = \sin \left( \pi/2 + \phi_{LTP} - \phi_{CA3} \right)
\]

\[= \cos \left( \phi_{LTP} - \phi_{CA3} \right).\]
This results in a performance measure very similar to equation 2.14, with a maximum only slightly smaller than that in equation 2.14, but with no dependence on magnitude of $X$:

$$M = \cos(\phi_{LTP} - \phi_{EC}) - K - \cos(\phi_{LTP} - \phi_{CA3}).$$ \hspace{1cm} (2.16)

The disjunction between dendritic and somatic depolarization has been observed experimentally (Golding & Spruston, 1998; Kamondi et al., 1998; Paulsen & Moser, 1998). Phasic changes in disinhibition could underlie phasic changes in population spike induction in stratum pyramidale during theta (Rudell, Fox, & Ranck, 1980; Leung, 1984), though population spikes in anesthetized animals appear to depend more on strength of synaptic input (Rudell & Fox, 1984).

3 Discussion

The model presented here shows how theta rhythm oscillations could enhance the reversal of prior learning by preventing retrieval of previously encoded associations during new encoding. We developed expressions for the phasic changes in synaptic input and long-term potentiation during

---

Figure 6: Facing page. Schematic representation of the encoding and extinction of associations in the model during normal theta (with theta) and after loss of theta due to fornix lesions (no theta). Circles represent populations of units in region CA3 representing arm location (left = L, right = R), and populations in region CA1 activated by food location. Arrows labeled with $F$ represent sensory input about food reward arriving from entorhinal cortex. Filled circles represent populations activated by afferent input from entorhinal cortex or by retrieval activity spreading from region CA3. Initial learning: During initial encoding trials, simultaneous activity of left arm place cells and food reward input causes strengthening of connections between CA3 and CA1 (thicker line). This association can be retrieved in both normal and fornix lesioned rats. Error after reversal: With normal theta, when food reward is not present, the region CA1 neuron is not activated during encoding, so no strengthening occurs, and during the retrieval phase, deactivation causes the connection storing the association between left arm and food to weaken (thinner line). In contrast, without theta, the activity spreading along the strengthened connection causes postsynaptic activity, which allows strengthening and prevents weakening of the association between left arm and food. Correct reversal: With normal theta, a new stronger association is formed between right arm and food. Without theta, the new and old associations are similar in strength. Retrieval choice: At the choice point on subsequent trials, retrieval of the association between right arm and food dominates with normal theta, whereas without theta the associations have similar strength.
theta rhythm and for sensory input during different stages of behavior in a T-maze task. A performance measure evaluated memory for recent associations between location and food in this task by measuring how much retrieval activity resembles the new correct food location, as opposed to the initial (now incorrect) food location. As shown in Figure 4, the best memory for recent associations in this task occurs with the following phase relationships between oscillations of different variables: (1) sensory input from entorhinal cortex should be in phase (zero degrees difference) with oscillatory changes in long-term potentiation of the synaptic input from region CA3, and (2) retrieval activity from region CA3 should be out of phase (180 degree difference) with the oscillatory changes in long-term potentiation at these same synapses arising from region CA3. As shown in Figures 1 and 3, this range of best performance appears consistent with physiological data on the phase dependence of synaptic transmission (Buzsaki et al., 1986; Brankack et al., 1993; Bragin et al., 1995; Wyble et al., 2000) and long-term potentiation (Huerta & Lisman, 1993; Holscher et al., 1997; Wyble et al., 2001).

This model predicts that recordings during tasks requiring repetitive encoding and retrieval of stimuli should show specific phase relationships to theta. These tasks include delayed matching tasks and delayed alternation (Numan, Feloney, Pham, & Tieber, 1995; Otto & Eichenbaum, 1992; Hampson, Jarrard, & Deadwyler, 1999). In these tasks, hippocampal neurons should show spiking activity at the peak of local theta in stratum radiatum for information being encoded and spiking activity near the trough of local theta for information being retrieved. This is consistent with theta phase precession (O’Keefe & Recce, 1993; Skaggs et al., 1996), in which the retrieval activity (before the animal enters its place field) appears at different phases of theta than the stimulus-driven encoding activity (after the animal has entered the place field).

The encoding of new information will be most rapid if theta rhythm shifts phase to allow encoding dynamics during the time when new information is being processed. This is consistent with evidence that the theta rhythm shows phase locking to the onset of behaviorally relevant stimuli for stimulus acquisition (Macrides, Eichenbaum, & Forbes, 1982; Semba & Komisaruk, 1984; Givens, 1996). Phase locking could involve medial septal activity shifting the hippocampal theta into an encoding phase during the initial appearance of a behaviorally relevant stimulus, thereby speeding the process of encoding. In tasks requiring access to information encoded within the hippocampus, this information will become accessible during the retrieval phase, which could bias generation of responses to the retrieval phase. This requirement is consistent with the theta phase locking of behavioral response times (Buno & Velluti, 1977).

The mechanisms described here could also be important for obtaining relatively homogeneous strength of encoding within a distributed environment (Kali & Dayan, 2000). In particular, the model contains an ongoing interplay between synaptic weakening during retrieval and synaptic
strengthening during encoding. Without a prior representation, retrieval does not occur and synaptic weakening is absent, allowing pure strengthening of relevant synapses. However, for highly familiar portions of the environment, considerable retrieval will occur during the trough of theta, which will balance the new encoding at the peak. With a change in environment (e.g., insertion of a barrier or removal of food reward), the retrieval of prior erroneous associations in the model would no longer be balanced by reencoding of these representations, and the erroneous representations could be unlearned. (If retrieval occurs without external input, a return loop from entorhinal cortex would be necessary to prevent loss of the memory.)

Without the separation of encoding and retrieval on different phases of theta, memory for the response performed during a trial cannot be distinguished from retrieval of a previous memory used to guide performance during that trial. In addition to the model of reversal learning presented above, the same principles could account for impaired performance caused by medial septal lesions in tasks such as spatial delayed alternation (Numan & Quaranta, 1990) and delayed alternation of a go/no-go task (Numan et al., 1995), which place demands on the response memory system. In contrast, medial septal lesions do not impair performance of a task requiring working memory for a sensory stimulus (Numan & Klis, 1992). Fornix lesions also impair delayed nonmatch to sample in a spatial T-maze in rats (Markowska, Olton, Murray, & Gaffan, 1989) and monkeys (Murray, Davidson, Gaffan, Olton, & Suomi, 1989), where animals must remember their most recent response in the face of interference from multiple previous responses. Performance of a spatial delayed match to sample task is also impaired by hippocampal lesions (Hampson, Jarrard, et al., 1999). This analysis can guide further experiments testing the predictions about specific phase relationships required by behavioral constraints in reversal and delayed alternation tasks. These behavioral constraints are ethologically relevant; they would arise in any foraging behavior where food sites are fixed across some time periods but vary at longer intervals.

Appendix: Glossary of Mathematical Terms

\[ a_{EC}^{(n)} \] = entorhinal activity. This is a fixed vector during each stage of task. The stage is designated by superscript: \( n \) = initial learning, \( e \) = error after reversal, \( c \) = correct after reversal, \( r \) = retrieval test.

\[ a_{CA3}^{(n)} \] = region CA3 activity. Superscript designates stage of task.

\[ a_{CA1}(t) \] = region CA1 activity. Varies with time, \( t_n \) = end of initial period, \( t_{n+e} \) = end of erroneous trials, \( t_{n+e+c} \) = end of correct trials.

\[ W_{CA3}(t) \] = synaptic input matrix from region CA3.

\[ W_{EC} \] = synaptic input matrix from entorhinal cortex.

\[ \theta_{CA3}(t) \] = oscillatory modulation of synaptic transmission from CA3 during theta rhythm, with phase = \( \phi_{CA3} \).
\[ \theta_{EC}(t) = \text{oscillatory modulation of synaptic transmission from entorhinal cortex during theta rhythm, with phase } = \phi_{EC}. \]

\[ \theta_{LTP}(t) = \text{oscillatory modulation of rate of synaptic modification during theta rhythm, with phase } = \phi_{LTP}. \]

\[ M = \text{performance measure in reversal task dependent on relative phase of oscillatory modulation.} \]
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