PART ONE

Grammatical Blending - Basic Concepts



Chapter 1.
Preliminaries

1.0 Introduction and outline

This dissertation studiesparticular type ofcognitive operation that underlies much of
languageuse. Theoperationdiscussed iConceptual Blending (Fauconnier &Turner,
1994): thentegration of two (or more) separateonceptuaktructuresnto anew stucture
(theblend) which combines properties from batiput structures but alsbas some novel
properties and structurarganization of itsown. | devéop in thethesis an analysis of
sentencgrocessinggeneration anthterpretation) as a casd conceptualand linguistic
blending operations,with grammaticalstructures serving aformal makers for such
conceptual operations.

Much research ircognitive sciencdéasbeen conducted oconceptual representation.
Any systemwhich performseven very simple cognitiviasks requires enormous amounts
of background knowledge. Linguissymbols, inparticular,areassumed tde associated
with (and therefore also trigger oactivate) some form ofconceptual representation.
Howeve, not much researchasbeen conducted ohow different conceptualstructures
(associated with differergymbols)are combined togetherduring cognitive activity. This
study focuses on conceptual integration operations undettygngombination of linguistic
forms, and in particular the combination ofjrammatical constructions (syntactic and
morphological) withlexical items. It is assumed thahe process oflinguistic integration
parallels a process obnceptual integration . The process of languageneration (whereby
linguistic symbolsare combined together form astream ofspeech) ismotivated by an
underlying conceptual integration ofmental structures. The process of language
interpretation involves the “unpacking” or “de-integration” of linguistic blends and

motivates a process of conceptual "de-integration”.



Linguistic integration osymbolsandthe semantics of linguististructures is typically
assumed to beompositional : the meaning ai wholesentence is a regular function of the
meaningof its constituents A semanticoperation is conventionally associateith each
grammatical element, and is applied to the semantic content d&tieal constituents of the
sentence. Meaning isquatedwith truth-values, and semantic operationswith logical
operations,following the tradition of Montague grammarn¢athe basicphilosophical
concepts of Frege and Tarski).

In this study, meaning (cinterpretation) is noequatedwith truth values,but rather
with the contenthat is communicatefbr conveyed tahe hearer) by the stream of speech
produced bythe speakerMoreover,the standtaken inthis study is thatinterpretation of
symbolic linguisticstructures is verypften not alogical combinatorialprocess. In the
process of language generatipartial aspects of @aonceived complex event are integrated
together conceptually, and representduhguistically by following (to some extent)
conventions of linguistic integration. The linguistic conventions themselves may be more or
less regular, but thegenerallyleave mgh freedom to thespeaker in decidingvhich
aspects of an event to represent, what to leave ouhamdo integrate thehosen aspects
of the eventlinguigtically. It is therefore often the case that the linguiftien by itself
provides onlypartial information andnitial instructions to the hearer imeconstructing the
communicated event (the interpretation of the sentence). Inwtires, the linguistic form
and its grammatical structure provide tahe hearerpartial cues(rather thanlogical
deterministic instructions) abobbw to interprethe inputsentence, followinghe general

grammaticalconventions ofthe language. Moreoversentences very oftemcorporate

1 According to Frege (1884/1959), a language is compositibtthke meaning ofa complex expression is

a function of themeanings ofts partsandthe syntactic rules by which theare combined".Langacker
(1987:449) interpretgrammaticalcompositionality as follows: "theneaning of arexpression . . . is a
regular compositional function of the @anings of its parts. Faevery grammaticalrule affecting the
combination elements, associatedule of semantidnterpretation is norally positedthat computes the
semantic value of higher-order structure through an operation on the values of its immediate constituents".



novel patterns of linguistic integration which the hearer has to "decode” independently.
In the interpretatiorprocess prototypical scenarios memorizedand represented in the
mind of the hearer play an important rolennposing structure on the partial inbrmation
provided bythe linguistic form. The interpretation of the sentencéhiss larger than the
semantics conventionallgssociated with itparts (and is not regular function of its
parts). Inthis respect.the linguistics framework adofed in thisthesisincorporates the
fundamentalinsights ofthe older @staltframework: namely, thatuman recognition or
interpreation involves the imposition of mental structures oninput patterns from the
environment (the texbr piece ofdiscourse irthe case of languag®ocessing)following
general cognitive tendencie@rocedural andrepresentational’'schemas”), that were

entrenched during previous interaction with the environfnent

In broaderterms, this dissertatiordiscusse®ne form ofinteractionbetweengrammar
and cognitive structure, following a directionreéearch set up iGognitive Linguistics, in
particular inwork by G. Fauconnier on‘mental spaces” and‘conceptual mapping”
(Fauconnier, 1994, 1997; Fauconnieif&ner, 1994Fauconnier &Sweetser, 1996), A.
Goldberg ont‘constructions” and schem&&oldberg, 1995), RLangacker onconstrual,
profiling and constituency @ngacker,1987, 1991a, 1991b, 1997), G. Lakoff, M.
Johnson,and M. Turner orprototypes,image schemasnd idealized models (ICMs),
metaphorsand the non-objectivistview of semanticqLakoff, 1987, 1993; Lakoff &
Johnson, 1980; Johnson, 1987; Turner, 1986, 1996), as well asothangtudies in the

framework ofcognitive and functiondinguistics whichwill be discussed irthe body of

2 Note that strictlyicompositionalaccounts ofanguagealso presumethat background knowledgplays an
important role in interpretatiotdowever, incompositionalaccounts packground"pragmatic”)knowledge
is typically added to the semantistructure ofa sentence. Thassumption is thasentences havé&ore"
semantics which isndependent oftontextualknowledge. Wrld knowledge istreated as asecondary
information source which may change or enhancétisc' semantic structure. tontrast, inthe analysis
in this dissertationpackground knowledge gfrototypical scenariosoften provide the veryfundamental
initial cognitive tools to assigrbasic interpretationo a sentenceCompositionality ofsemantics ighus
just an (ideal) sub-case of general interpretation processes.



the text.

The linguistic analysis is first ofall an analysis oflanguageuse (generation and
interpretation) rather than an analysisbsétract entities digrammar” and“meaning”. The
goal is to depict t@omeextent“what is going on inthe mind” - thehigh-level, complex
mental operations that take place whenprocess languagéhe studyshouldtherefore be
read as aproposedframework for analyzingthe conceptual processing oflinguistic
structures. Atvarious points throughouthe study, attempts are made tshow the
theoretical advantages of the proposed model over tramionallinguistic analyses. The
proposedmodel is also supported by findings otthe role of analgical mapping and
blending in a widearray ofother cognitivephenomena, such asientific thought, social
interaction, poetry, literature, music, and sign langtiage

The study, as implied byhe title, examinesoth entrenched sthematic) instances of
languageuse, and creativeinstancege.g., inslang,child speechand thedaily extension
of schematic constructions to exprassel events). Anmportantassumption irthe study
is that thesame underlying operations give rise to bdkie highly structured (well-defined)
aspects of languageg(as studied, for»ample, ingenerative gramma@nd to itscreative
dynamic aspectgas reflected inproductive,non-conventionaluse ofthe language). In
particular,entrenched and novdébrms of linguistic blendingare assumed tdie on a
continuum,wherenovel blendscan become conventionalized oviene (if used over and
over again). For this reason, conventidimgjuistic blends andovel (nonstandard) blends
are analyzed in the same man(s&e also sectioh.2.5 inthis chapter)While | do not
suggestthat the processing ofentrenched (“‘dead”)blends involveseach time the

readivation of the blending operation from scratch, | do suggestthat the blending operation

3 Cf., Freeman, 1997Moser and Hofstadter,ms.; Oakley, 1995; Robert, irpress; Turner,1996b;
Zbikowski, 1997. Other types of evidence (psychological experimentation, computationahodeling,
neurobiologicalstudies)will be importantfor the elaboration othesemodels (see, foexample,ongoing
research in Coulson, 1997, and Veale, 1996).



involved in entrenched blends candeeessible foconscious reasoningnd couldbecome
activewhen necessarfe.g., for purposes ofrandation into anotheranguage, when the
conventional blends ithe target language do ngdrallelthose inthe source language, as
will be exemplified in chapter 8).

The treatment of conventional andvel blends inthis dissertatiortan be compared to
the treatment of “deadand “novel” (creative) metaphors in Lakoff's and colleagues'
cognitive theory of metaphofe.g., Lakoff & Johnson,1990; Lakoff, 1993). Asthese
scholars suggest, metaphors involvea conceptual understanding of one domain of
experience interms of another very different domain efpeience. And although
conventionh (“dead”) metaphorsare presumed to bestatic correspondences in our
conceptual syste, this doesn'trule out thepossibility that such static correspondences
might be used iflanguageprocessinghat involves ordédy conscioussteps, agvidenced,

for examples, in novel extensions of “dead” metaphors (Lakoff, 1992).

A central part of thedissertation (chapterg-7) involves adetailed analysis of the
blending operations underlying a single limigr@immaticalystem:the system of Hebrew
verbal patternsb{nyanim). The analysis provides on one handoaceptual motivation for
the highlyrigorous syntaat and morphological aspects e system,while atthe same
time also motivating “creatiVaisage oftie systemn slang ancchild language, as well as
the system'spartial-productivity. In contradb traditionalaccountsof the Hebrew verbal
system whicharebased orformal abstracbperators, myaccountemphasizes cweptual
processes underlyinipe generation and erpretation ofverbal clauses and tipgagmatic
role of morphological and syntactic rkars in sentencprocessingThe analysis provides
a unified accountfor the Hebrewbinyanim system and its variougrammaticafunctions,
suggesting that a single central conceptual schermsausiation underliethe semantics and
use ofmostbinyanim. Different aspects of the generic causative schemblemded with

syntactic constructionsand the role of thevariousbinyanim is argued to behe formal



marking of these blending operations.

The analysis of blending operationstiire Hebrewbinyanim system has doubleaim:
On theonehand it sets out to delop and testhe adequacgnd descriptivgpower of the
grammaticablendingframework. Onthe other hand, ialso aimsto come upwith new
insights into Hebrew gramm§particularly Hebrewmorphology andhe morphosyntactic-
semanticinterface), with possible implications for Semitic grammar ingeneral. The
analysis ofHebrew is compared and contrasteslith a similar analysis of blending
operations undesfing theuse of a single syattic construction in English the Caused-
Motion construction(studied byGoldberg,1995, and analyzed inFauconnier &Turner,
1996). At a higher level of abstraction, it is revealed that the blending operations underlying
the Hebrew verbal morphological systemiartact verysimilar to theones underlying the
use ofthe English caused-motiooonstruction. It isthereforesuggested thahe English
and Hebrew grammatical systems differ onlyhia formal (grammaticatarking of blends
(aswell as intheir conventions oblending), but not irthe typeof cognitive operations
underlying the processing ehchsystem. Theblending analysishus provides @ommon
ground for analyzing grammatical systems wisaperficially seem very differerisuch as
English syntax antHebrew morphology) bypointing to common uretlying conceptual

schemas and cognitive operations that give rise to both systems.

In thefinal part of the thesis (chapters 8-10)mplications ofthe grammaticablending
analysis for issues in translation armnputational modeling danguage areiscussed. In
chapter 8, | analyzéranslation examplefrom English toHebrew. |suggest that the
translationprocess reqtes first a consciousperation of‘de-integration” of thesource
sentence into itxonceptualand linguistic inputstructures,and then a “re-blending”
operation of thesestructuresinto the targetlanguage'sconstructions.The blending
analysis, | suggesprovides a usefutlescriptiveframework for the systematistudy of

translationdata - in particular thestudy of divergent andunstructureddata (what is



commonly referred to as "translation mismatches").

In chapter 9, implication®f the grammaticalblending analysisfor computational
modeling of language processing are discussed. The analysis of language use in chapters 2-
8 suggestshat theprocessing okven very simple basiclauses incorporates extensive
operations of blending gfartial linguistic structures. therefore argue ichapter 9 that a
computational modeling of theseesptions must bantegrated at leasb someextent into
future languageprocessingsystems. Inaddition, | argue that thedesign of current
computationalsystems isgenerallylimited to theprocessing ofentrenched blendsonly,
while the prevalence of reahovelty in languagerocessing idargely ignored. Creative
blendsare often mistakenlyreated in computationalystems bymodifying the permanent
knowledge structures,rather than by simulating temporary integratiprocesses of
linguistic forms as done "on-line" by language speakers

In chapter 10 is an overview of the main findings in the dissertation (sé€tidh The
analysis of blending operans in grammaralso serves astarting pointfor reflection on
broadercognitive sciencdassues.Grammar, it is assumedyaving both evolved as a
product of humarcognition and beingised on alaily basis tocommunicate cognitive
structures,reflects in itsown structure anduse more general cognitivenechanisms.
Fauconnier and Turner (forthcoming) describe a nuraben-goingresearch projects on
the role of conceptual integration in general ctgni In section10.2, | suggestsome
directions for future research on blending and cognition, and briefly desaidoerd paper
(Mandelblitand Zachar, in press) which linkse view of conceptualblending togeneral

epistemological developments currently taking place in cognitive science.

1.1 Thedata
The linguistic datafor this study comefrom both Hebrew and English. The Hebrew
data isused for analyzindglending andntegration opeations underlyinghe use of the

Hebrewverbal binyanim system.In addition,translationdatafrom English toHebrew is



used tocontrasttwo different grammaticalsystemsand to analyze the conceptual and
linguistic integration and de-integratigmocessedvolved in translatiorfrom one natural
language to another.

The examplg in Englishare from Goldberg’s (1995) bookon English syntactic
constructions (inparticular her analysis of instances dhe English Caused-Mation
construction) and fronthe paper byrauconnier and Turn€l996). Data onverbalforms
in Hebrew were collecteflom Hebrew detionaries(e.g., Even-Shoshanl975; Bolozky,
1996), from various studies on Hebrgwammar(including studies byBerman, Bolozky,
Cole, Junger, and Waltke and O'Connor, see chapters 4-7), and from nmtaitions as
a nativeHebrew speaker, agell as judgmats of other native speakersTranslationdata
from Englishinto Hebrew wascollectedfrom eight Israelinative Hebrew speakergall

fluent in English as a second language).

1.2 Theor etical background

In this section | present theain theoriesand principles that have guided mesearch,
and arethereforestronglyreflected inthe linguisticanalysis inthe dissertation. will also
very briefy mentionhow each of the theorieand principles willshow up in my own

analysis in the coming chapters.

1.2.1 Construction Grammar and Conceptual Schemas

A basic assumption in this studythe doctrinef ConstructionGrammar(as proposed
by Fillmore, Kay & O'Connor, 1988Fillmore & Kay, 1993, and Lakdf, 1987, and
studied inGoldberg, 1995and othery, the basigropositions of whichare also shared
by Langacker's Cognitive Grammar approach (1987,1)99he main hypothesis of
ConstructionGrammar is that grammars of languagee made up otonstructions -

pairings ofconceptual cthemas withgrammatical (gntacticand morphologicalpatterns,

4 For a review of precedents to the constructional approach, see Goldberg (1995, ch 10).
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and that mastery of language consists of mastery of these form-meaning pairs.

The schemas associated with syntactic patterns represent basic hurakwint
experiencesuch as balty movements throughspace, manipulation of objects, and
dynamics of force and enablement. These schaneasonceiveaf astools for organizing
our comprehension ancommunicatiorand canstructure (indefitely) many perceptions,
images, and events (see discussiomaye Schemasin Johnson, 1987, or otonceptual
archetypes in Langacker, 1991). In recegears, cognitive scientists havdound strong
evidencefor the existence osuch schemas. Exampléxlude the role of schemas in
metaphoricalunderstanding (Lakoff &ohnson, 1980)and asprecursors fodanguage
acquisition by children (Mandler, 1992, in press).

Goldberg (1995pnalyzes the semardiof severalparticularconstructions irEnglish.
One of them iswvhat Goldbergcalls theCaused-Motion construction. Examples of this

construction include:
(1) The audience laughed the poor guy out of the room.
(2)  Frank sneezed the napkin off the table.
(3)  (In the last Star Trek episode), there was a woman who could think people into

a different galaxy.

The form of the constructias:
[SUB V OBJ OBL]
where: - V is a non-stative verb

- OBL is a directional prepositional phrase.

The basic sense of this construction is argued to be: "X causes Y to move Z'.

As Goldbergsuggestgfollowing Fillmore andKay), the syntactidorm [SUB V OBJ
OBL] has meaning which is indep#ent of the paitularlexical itemswhich instantiate the
construction. For exaple, in sentence(l) above,the sematics associatedvith the
linguistic expressior(i.e. 'theycausedhe poor guy toleave theroom by (asa result of)
laughing at him') is not compositionally derived fréime lexicalitems. Thatis, the causal-

motion sense is not expressed in any ofiélteal items byitself. Thesame is trudor the
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othertwo examples. Ireachone,there is acaused-motion sae, which is not expressed

by any of the individualitems. The meaning oéachsentence is roa combinatorial

computation of the meanings of its parts. This construction is productive (see example 3 for

novel usage),and its meaning islaimed to betriggered by the languaggpeakers upon

hearing the linguistic structuré. is suggestedhiat theconstructionitself hasbeen derived

from the argumenstructure oflexical caused-motion vés, such agpush or throw. In

time, the argument structure has come to have an independent existence as a construction.
As another example, Goldberg analyzeddheanstive Construction in English,whose

form is [SUB V OB4 OBJ)]. This syntactic patterns is arguedbe associatedith a basic

transfer schema: "Xcauses Y toreceive Z". This senseis bestdemonstrated in the

prototypical ditransitive sentence:
(a) I gave Mary an apple.
But also in metaphorical extensions of this basic sense as in:
(b) Mary taught Bill French. (* transfer of knowledge)

(c) Joe refused Bob a raise in salary. (*negation of transfer).

Goldberg concludes that amtirely lexicallybased approach grammar andneaning
(as proposed, for ergple, INLFG, Bresnan,1982) isinadequate, and that independent
constructions(such asthe one discussedabove) must berecognized as existing
independently of the particular lexiagg@ms that instantiatkhhem. Thisview also haglirect
implicationsfor the structure ofthe lexion andunderstanding opolysemy. Byadopting
the Construction Grammar assumption, (i.e. directly associating some of the semantics of a
sentence with the syntactic pattern), we can ab@idhecessity of positired hocnew verb
senses that occur only with these patterns (or argument structures).

The Construction grammar approach w#él adopted inhis study inanalyzing syntactic
and morphological patterns kebrew (sealso setion 1.2.5). Boththe syntactiand the
morphological ptierns of theHebrew verbal systemwill be defined as independent

constructions, but | will suggest that théijfer in the type of schemas associated with the
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grammatical patternswhile the syntactic pattens areassociatedwith semantic schemas
defining basic event types, andthus providing semantic content to a sentence (in addition
to, and independently from, the semantic content providdtidosentence'sexical items),
the morphological verbal patterns inrHebrew are associatedwith dynamic blending
schemas, defining patterns ofmapping and integration acrossconceptual(or semantic)
structures provided by the syntax and the lexicon. My analysgaictic constructions in
Hebrew also differs a little bit from the traditionConstruction Grammar whidhas so far
studied mainly the less-prototypical syntadic forms (cf., Lakoff's 1987 study of the
Englishthere-construction, Fillmorest al.'s 1988 study othe Let alone-construction, and
Goldberg's1995 study ofthe English Caused-Motion anday-constructions). In my
study of Hebrew, incontrast, Iwill focus (forthe most part) onthe "simplest”, most
prototypical clausestructuresin Hebrew, such ashe basicintransitive and Transitive

constructions, see chapters 4-6).

1.2.2 Construal and Profiling

The approach to semantics in thlsgidyincorporates Langackerfsndamentalinsight
(1978, 1991b)that linguistic coding involvesthe speaker’'sconstrual of the objective
situation in the world, and that sentence generation commuordyvesthe choice of one
particular construal over others.

As Langacker (19871991b)suggeststhe value of semantistructuresreflects not
only the content o& conceived suation, buthow this content isstructured and construed
by the speaker. Aconceived situatiomsually comprisesnany sub-events (ointeractions
among participants) and onlyfew of these interactions and participants en&de explicit
in a sentencéas the speaker constructs fanite clause todescribethe conceivedevent).
When weuse aparticular grammaticalstructure ormorpheme, we $ect a particular
structurefor the conceivedituation,with respect tsuchmatters aviewpoint, attention,

figure/ground organization, and level of schematicity. We areaddotoalternate between
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different construals of the same event (Langacker, 1987:138).

In my analysis of the Hebrew verbal system (chapter$, | will suggest that Hebrew
binyanim (verbal morphologial patterns)are constructions, where the morphological
pattern isassociated with a@onstrual function, triggering aparticular structuring of the
communicated event. When we use diffef@nyanim to communicatehe samesvent, we
alternate between different construals of the event. The notion of construal will also play an
important role in thaliscussion oftranslation examples (chapt8). As | will suggest,
because languages differ in their lexicons and inventograshmaticalconstructionsthey
often also differ in the construal structures that speaiaergertiondly use tolinguistically
encode the same eveiitie construalalternationprovides oneexplanationfor the factthat
translationfrom onelanguage to another often cannot proceedlitBct trasfer of lexical
forms in the source language into the corresponding lexical forms in the target language.

Another important concept from Langacker (1987) is thairofiling. What is prdiled
is what isactuallydesignated bythe semanticstructure ofthe linguisticexpression. The
part being profiled is normalla sub-structurgvithin a moregeneral conceptual stture
that is accessed byhe languageuser when processintipe linguistic expression. The
profiled entity achieves aspecial degree of prominence in tidole communicated
structure. Differences inprofiling correspond tadifference in cognitive attention. For
example Langackerdiscusseghe concepts ohypotenuse andright triangle: while both
concepts are defined relative to the same "base" (a 'triareglel),concepprofiles another
aspect (sub-structure) of the "base" semantic frame.

The notions ofconstrual angrofiling, like the notions of mental spaces, conceptual
mapping andblending (to be discussed in tlmext section) suggestat linguistic utterances
cannot be linked directly to the world. In between there are commdexalprocesseshat
identify a possible link, but also add more content to the linguistic expression. In particular,

meaning cannot be defined lyith conditionsalone (in contrast to some traditions in
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linguistics and philosophy.)

1.2.3: Mental Spaces and conceptual mapping operations

Fauconnier(1985) intoducesthe concept of "mental spe€': general cognitive
constructsbuilt up in discourseaccording to ‘'lstructions” provided byhe linguistic
expressions. Thalea behind “mental spaces” is thawhen we engage in anyorm of
thought, mental constructs (“spaces”) areugetstructured, andonnected, undgsressure
from grammar, context, and cultur&ach spacerepresents aconceptual domain (a
temporal event, a location, and so on) whidterits its structure fronsontext and existing
mental modelgrepresenting ptotypical world knowledge). Thémental spaces'toncept
is very effective inunderstandingambiguities angbolysemy structuregsuch asthe ones
described bySweetser, 1990, or Langacker, 199anhd in solving“logical” problems
involved in linguistic phenomena ofeference, presuppositiorprojection, and
counterfactuals, by pointing tiperations otonceptuamappingacrossmentalspaceshat
can mentallyconnect different'counterparts” indifferent domainswvhich are referred to
with the same lexical item in the linguistic expression.

An importantpoint made byFauconnier is tliagrammarplays amajor role in guiding
and triggering the constructiaf elaboratespaces andonceptualmappingacrossspaces.
However, the mental construction thaig@ing on ismuch morecomplex tharthe explicit

“instructions” the grammar provides.

The conplexity of the [nental] constructions is such that
the [linguistic] coding, even it were at all possible, would
take very large anobunts of tinme and be extrenely
inefficient. Instead, |anguages are designed...to pronpt us
into making the constructions appropriate for a given
context with a mnimum of grammatical structure...Once these
[grammatical] clues are conbined wth already existing
configurations, avail abl e cognitive princi pl es, and
background framing, the appropriate [mental] construction
can take place, and the result far exceeds any overt
explicit information. (Fauconnier, 1994, p. xviii)

The analysis ithis dissertatiorsimilarly discussesnental operations that take place in
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language processing, guided gnammaticalconstructions. Thgrammaticalconstructions
discussed(the Hebrew mophological binyanim) provide mnimal cues toguide the
reconstrugon of conceptuaktructuresrepresentinghe “interpretation” of thesentence.
The interestingaspect in theanalysis ofthe Hebrew binyanim system is thathe use of
everydaylexical items (with their conventionalmorphology andsyntactic environment)
triggers very complexmental operations irsentencesvhose semanticseems on the
surface to be completely straightforward.

The Mental Spaces view suggests in particilat tonceptualizations are not static and
not permanentDifferent projections,category assignmesitand space configurations are
activated locally ingiven situations. Theframework emphasizeshe dynart building
function of thelinguistic form: the ability to project and perform agital mappingturns

out to be a central component of the ability to conceive and process language.

1.2.4: Conceptual Blending

Various studies irCognitive Sciencsuggesttiat mappingacrosscognitive domains
plays acentral rolein languageand thought. These inclde studies onMental Spaces
(discussed abovektudies onMetaphoricalMappings (e.g., Lakoff & Johnson,1980;
Lakoff & Turner, 1989; Sweetser, 1990yhich suggest thatonceptualmetaphorical
mappings across different domains of experience underlie linguistianetaphorical
expressions and phenomena such as polysemyardi sense extensionand studies on
Metonymy (e.g., Nunberg, 19781993) where two aspects of ahject are conceptually
and linguistically mappedonto oneanother. In addition, many studies wbn-linguistic
cognitive activities point to the prevalence ofanalogical mapping operationsacross
conceptuablomains,and theexistence of a general cognitipeessure tdind similarities
and correlationscrossconceptuaktructureqcf., Gentner, 1983, 198%ick & Holyoak
1980, and Holyoak, 1984, on analogicahapping in problemsolving; Fauconnier &

Turner, 1994, and Lansing, 1992, on the roleaiceptuabnalogies irscientific thought;
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and Coulson, 1995, Hofstadter, 1995, and Turner, 1986, 199hatwgiaalmappings in
special language forms such as poetry, narrative, jokes and rf)etoric

Fauconnier and Turngl994) suggesthat mappingacross twoconceptual domains
(such agmetaphoricalmapping) ofterinvolves, inaddition,the creation of anew special
construct,the blend (Figure 1-13. The blendinherits partial structure fromthe input
domains: it combines roles, frames, and schemas from both sourtagetdpaces. The
blendtypically also has aemergenstructurewhich is competely absent fromthe input
spacesyielding a richer conceptualomainwith a uniquestructure. Thestructureof the
new space is oftéiimpossible” if integratedn our commonsystem ofmentalmodels, yet

it is coherent in itself and is an indispensable site in which mental “work” is carried on.

Generic

Input Space 2 \nput Space 1

Blend

Figure 1-1: Conceptual Blending (Fauconnier & Turner, 1994)

5 See also thditerature oncomputationaimodeling ofanalogicalmapping, e.g., Mchell & Hofstadter.
(1990), Mitchell (1993), Barnden & Holyoak (1994), and Holyoak & Barnden (1994).

6 | will not discuss inthis dissertationthe role and structure ofthe 'generic space’, agproposed in
Fauconnierand Turner (1994). The'generic space' ithe spacewhich reflectsthe commonstructure and
organizationshared bythe two input spaces. Itis by virtue of this commorabstract structurehat
correlation can be perceived and mapping performed across the two input spaces.
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Consider, for eample, aprevalent conceptual (metaphorical) anal@prossmany
cultures and languagesmapping betweethe Humandomain andhe Animal domain.
The metaphoricainapping isbased on observesimilarity between théwo domans’: for
example, there islear similarity inbody shape of humarad some animalgarticularly
primates). There is alsgmilarity in socialbehavior(such agelationship between parents
and offsprings, life in couples ormgroups,and soon). This similaritiesare (probably) the
basis formetaphoricakxpressiongpplying animal properties to humaheings, or human
properties to animals.

In addition, we findblends of thesetwo domains (the Human andthe Animal
domains). For xample, Mickey Mouse isclearly ablended creature it is an imaginary
creature - part animal, part fman. On the one handMickey Mouse has huran-like
properties: he wears clothes, he speaks, etc. On the otherMiakely is a mouse: he has
atail, he is chased bgats, and soon. Mickey Mouse is an instance of neither the
prototypical human domainor the animaldomain. Neither domain can independently
provide the necessary information to make all predictnagit Mickeys “behavior”,since
the “life circumstances” oMickey are notpart of eitherdomain.What we actually have
here is anew mental domain with its own special logic and inferences.

The example of MickeyMouse is anexample of ahighlighted blend, one which is
highly noticed.Highlighted blendsare typicallyfound in specialtypes of discoursdike
cartoons, jokes, riddleand children storieBut asFauconnier andurner(1994)claim,
blends (like metaphors) airefact pervasie in everyday language atftbught.Moreover,
the cognitive operains involved inthe visibleblends and in conventional unnoticed ones

are essentiallyhe samejust asrecentresearch on metaphsuggests thathe cognitive

7 | leave asidefor the moment thescientific (evolutionary) connectiorbetweenthe two domains, a
scientific knowledge which may or manpt be part of theonceptual representatiarfi thesetwo domains
(especially in young children or ancient cultures).
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operation underlying idiomat&nd creative metaphoricdnguage is theame, cf. Lakoff,
1993).

At times, a successfullend canbecome &fixed part of our conceptual system,
providing a permanent extensifom an existing category.Consider, for examplaghe term
“same-sexmarriage” (discussed inFauconnier & Turner, 199. The terminvolves a
blending of two conceptualscenarios:the \ery entrenchedscenario of heterosexual
marriage, and acenario of sae-sex relationshipThe blending operation iased on
observedcorrelation in thewo scenarios (aamestic scenario whepeople are living in
the same househd, dividing laborfor the ke ofthe domestiaunit, etc.). Only partial
structure from each input is projected ittie blerl, since thetwo scenarios also include a
contradictory component: the conventional marriage scenario incluctésral conponent
of “heterosexual union'which clashes witithe non-heterosexuality component of the
‘same-sexelationship’scenario. Thelashforms ablend whichseems, at first, to be an
impossiblescenario. Througleultural entrenchmenthowever,the structure ofthe blend
may become prominent and even project back to the input category (thetrofge’). In
that case,the componenthat causedhe clashdisappearsand the categorgf ‘marriage’
itself changes (the component“bkterosexuality” is omied from the default definition of
the category).Sincethe category of ‘marriagehas undergona shift, the blendwhich
began as an impossible clash is no longer impossible and it becamees category in
itself.

One of themain effects of blending isound in grammar. Conceptual and linguistic
blending operations allow the expressodmovelcomplexeventsequences as siegbasic
event structures byblending the complexsequence of eventwith a single schematic
linguistic pattern.Grammaticalblendsmay also start as faastic peripherainstances of
language, but irime can becomeentrenched, avhich pointtheir semanticsvould be

conceived as a&imple union of the semantics of the linguistic componeiits. the
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"compositional” viewof language, discussed the introduction section). This type of
blending operation will be presented in lengtithe next chapter (chapt2), and will play
a major role in therest ofthe dissertation in aayzing the Hebrew verbal system and

translation processes.

1.2.5 Creative and schematic aspects of language processing (or: on
linguistic "core" and " periphery")

As Fauconnier points out itme preface tdis book(1994), there is dong tradition in
linguistics of studying first thesimplest”, most ‘gpical” sentences, thepuilding a theory
from this “core” fragment, andonly later worrying about exteding the analysis to
“complex”, “creative” instances oflanguageuse. However,linguistic investigations
suggest time and time again that the pFs$otypical, more creative casesn revealoften
better than theypical, corventional cases)the general nature dhe cognitiveoperations
involved in language processing, and that the “typical” ceaegherbe simply defined as
the most “entrenched” instances ofthe general cognitive and linguistic mechanisms
identified for "creative" language instances.

In my study, lincorporate aranalysis of botlfcreative” and“conventional” examples
of languageuse, while swggesting hat very similar conceptuand linguisticoperations
underlie theuse of both types dinguistic utterances. will presenton one hand some
rathercreative examples of “Caused-Motionsentences in English (reported Goldberg,
1995), and on the other hand very "simple" prototypical sentence examples in Hebrew.

The ardlysisin this thess extends the nation of 'syrtactic constructions'studied in the
literature mostly for less-prototypical syntadic forms (e.g., the Let alone-construction
studied byFillmore et al., 1988, orthe Caused-Motion angay-constructionsstudied by
Goldberg, 1995) to discugke most prottypical basic gntactic constructions irHebrew

(such aghe basidntransitive and Transitiveonstructions) While the study ofthe less

typical constructions (asn Fillmore's and Goldberg'swork) is required toreveal the
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"hidden" complexity of cognitiveperations underlyinginguistic forms, their findings can
then be extended to discuss the "simple" constructions, whichttfi@tnore" of linguistic
theory. Similarly, | will provide in thistudy a parallehnalysis for rorphological "simple”
and "complex"predicates(e.g., 'basic’ vs. morplagicd 'causative'verbs; see the

discussion of the morphologidainyanim system in Hebrew, chapters 4-7).

1.2.6 Translation Studies

Translation, thougta fascinatingfield of study for cognition, haveen neglected in
Cognitive Scienceand Linguisticsresearch. Irthis thesis, Ihope to point to some of the
rich insights thatranslationstudiescan provide intolanguageprocessing. Irparticular, |
will suggest thatranslation examples camovide excellent datdor studyingthe “hidden”
cognitive processes involved in language usage. When dealing with only one language, it is
easy to overlookhe complexity ofthe “back-stage’processedaking place inlanguage
interpretation and generatidgfrauconnier, 1994)This is particularly true in the case of
conventional, “entrenched” expressions, where the complaixaggnitive operation is not
consciously perceiveddowever, aswill be suggested bythe discussion of tnaslation
examples irchapter 8the hiddenprocessedehindeven themost conventional sentences
are often highlighted by theequirements ofthe translationprocess: differences in
constructions and grammatical constraints in the source and target languages (when word to
word transfer doesiot producea correct translationpring to consciousconsideration the

conceptual blending and construal operations that these grammatical constructions trigger.

Theories of translation hawadten influenceddnd beennfluencedby) the philosophy
and linguistics theoes of thetime: in particularwith regard tothe perceivedelationship
between language aride world. For examfe, the Sapir-Whorf hypothesis dflinguistic
relativity” (Whorf, 1956, which maintains thabur ways ofthinking andconceptualizing

are determined by the language syak, hafiad farreaching implicationgor translation
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theory. Taken to its extreme, it means that ultimately translation is impossible.

In the 1970’s anearly 1980’s, anopposite view ortranslation emergedased on the
conceptsof the Chomskyaninguistics school(for a review,and criticism of this view of
translation, seesnell-Hornby, 1988,and Melby, 1995).The Chomskyanconcept of
syntactic languaganiversalsthe conception of language asede, and thenotion of a
sentence as a “stgh of items motivated aiew of translation as almost a “transcoding”
process. The underlyingssumption ishe belief in theexistence ofuniversally valid
conceptswhich aresimply given differing labls in thevarious languagesiccording to
Chomsky“the notion of ‘lexicalentry’ itself presupposesome sortof fixed, univesal
vocabulary in terms afhich objectsare characterized(Chomsky, 1965:160). liis most
simplified accountlanguage is aarbitrary system ofsigns, independent of the cognition
and experience of its users. The translation process is viewed as one wigseattlation
units and finding their “optimal” equivalents from a dictionary of potential counterparts.

The above simplistic view of language and translatiasbeen undermined within the
disciplines of linguisticsand translationstudies, but it isstill quite dominant in
computational linguistics, and the field of machinetranslation. In this view ofanguage
and translation,the translation of polemouslexical items and the prevalence of
“translation divergences(wherethe form of the targé sentencealiffers greatly form the
source,seediscussion inchapter 8) are seen asbitrary, unprincipled phenomena; the
translator (humair machine)mustknow in advanceall the different translations oéach
linguistic expression in the source language, and invokegieone (based on context) in
the process oftranslation.Translation divergences itnis view should be addressed by
enhancing the bilingual dictionaries or by pre-calculating cross-linguistic transfe(setes
for example, the MiMo Machine Translation project, Arnold & Sadler, 1990).

In contrast tothe aboveapproach to language am@nslation,the dynamicview of

languageprocessing propagated bycognitive linguistics (anddescribed inthe previous
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sections) - whrebylanguageusersincorporatesubjective, on line opetians of construal
and profilingin processindanguage suggests thatanslationcannot proceed solely as a
function of predetenined dicionary translations oflexical units. This issuewill be
addressed anexemplified in thediscussion otranslation examples in chapter 8, and the
discussion of implications for computational modeling of translation in chapter 9

It is important to note here that the translation examples Idvgiduss inthis studystay
clear of the problem afultural and discourse context in translation. Th@roblem ofcultural
and discoursecontext as adding different “shadesf meaning to a “basic’concept
(conventionally represented by dexical form) has been analyzedextensively in the
literature, both intranslation theory andomputationaltranslation iterature (cf. Snell-
Hornby’s, 1988 discussion ofranslation as aross-cultural event, Kay et al., 1994
discussion oflanguage and translation aguated, and Melby’'s1995 argument for a
fundamental (non-deterministicambiguity of lexical items invarying contextualdomains).
The translation examples | will discussclmapter 8 will be translation éfolated sentences
(not in context)with reference toeveryday simple physical objectsd activities. The
novelty of the discussion of these translation examples (in contrast to mtieh lidérature
cited above) is that the difficulty imanslation in these examples will stemy from their
internal grammatical structure and theblending and construal operations licensed by the
source and target grammar, amod from additional shades of meaning imposed by context.

The translation examplediscussed irthis dissertatiorhave important implications for
translation theory and the development of computational madedtanslation. The goal of
many developer®f computationaltranslationsystems is tdirst develop a model for
translation ofisolated sentencesandlater worry about theaddedcomplexity of context.
The analysis in this thesssiggests thiaventhe processinginterpretation andranslation)
of isolated basic sentenséructures requirethe incorporation ofextensivecomputational

operations to construct the minimal semantic representation necessary for translation .



